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To all the developers who just wanted to get the code working without reading all
the math stuff first.
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Introduction

Well, times have changed since writing the first edition of this book. Between
2014 and now there is more emphasis on data and what it can do for us but also
how that power can be used against us. Hardware has gotten better, processing
has gotten much faster, and the ability to classify, predict, and decide based on
our data is extraordinary. At the same time, we’ve become much more aware
of the risks of how data is used, the biases that can happen, and that a lot of
black-box models don't always get things right.

Still, it’s an exciting time to be involved. We still create more data than we can
sensibly process. New ideas involving machine learning are being presented
daily. The appetite for learning has grown rapidly, too.

Data mining and machine learning have been around a number of years
already. When you look closely, the machine learning algorithms that are being
applied aren’t any different from what they were years ago; what is new is how
they are applied at scale. When you look at the number of organizations that
are creating the data, it’s really, in my opinion, a minority. Google, Facebook,
Twitter, Netflix, and a small handful of others are the ones getting the majority
of mentions in the headlines with a mixture of algorithmic learning and tools
that enable them to scale. So, the real question you should ask is, “How does
all this apply to the rest of us?”

Data with large scale, near-instant processing, has come to the fore. The
emphasis has moved from batch systems like Hadoop to more streaming-based
systems like Kafka. I admit there will be times in this book when I look at the
Big Data side of machine learning—it’s a subject I can’t ignore—but it’s only a
small factor in the overall picture of how to get insight from the available data.
It is important to remember that I am talking about tools, and the key is figuring
out which tools are right for the job you are trying to complete.
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Introduction

Aims of This Book

This book is about machine learning and not about Big Data. It’s about the var-
ious techniques used to gain insight from your data. By the end of the book,
you will have seen how various methods of machine learning work, and you
will also have had some practical explanations on how the code is put together,
leaving you with a good idea of how you could apply the right machine learning
techniques to your own problems.

There’s no right or wrong way to use this book. You can start at the beginning
and work your way through, or you can just dip in and out of the parts you
need to know at the time you need to know them.

“Hands-On” Means Hands-On

Many books on the subject of machine learning that I've read in the past have
been very heavy on theory. That’s not a bad thing. If you're looking for in-depth
theory with really complex-looking equations, I applaud your rigor. Me? I'm
more hands-on with my approach to learning and to projects. My philosophy
is quite simple.

m Start with a question in mind.
m Find the theory I need to learn.
m Find lots of examples I can learn from.

m Put them to work in my own projects.

As a software developer, I like to see lots of examples. As a teacher, I like to
get as much hands-on development time as possible but also get the message
across to students as simply as possible. There’s something about fingers on keys,
coding away on your IDE, and getting things to work that’s rather appealing,
and it’s something that I want to convey in the book.

Everyone has his or her own learning styles. I believe this book covers the
most common methods, so everybody will benefit.

“What About the Math?”

Like arguing that your favorite football team is better than another or trying to
figure out whether Jimmy Page is a better guitarist than Jeff Beck (I prefer Beck),
there are some things that will be debated forever and a day. One such debate is
how much math you need to know before you can start doing machine learning.
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Doing machine learning and learning the theory of machine learning are
two very different subjects. To learn the theory, a good grounding in math
is required. This book discusses a hands-on approach to machine learning.
With the number of machine learning tools available for developers now, the
emphasis is not so much on how these tools work but on how you can make
these tools work for you. The hard work has been done, and those who did it
deserve credit and applause.

“But You Need a PhD!”

No, you don't!

The long-running debate rages on about the level of knowledge you need
before you can start doing analysis on data or claim that you are a data scien-
tist. I believe that if you'd like to take a few years completing a degree and then
pursuing the likes of a master’s degree and then a PhD, you should feel free to
go that route. I'm a little more pragmatic about things and like to get reading
and start doing,.

Academia is great; and with the large number of online courses, papers,
websites, and books on the subject of math, statistics, and data mining, there’s
enough to keep the most eager of minds occupied. I dip in and out of these
resources a lot, and it’s definitely a good way to keep up-to-date and investigate
what’s emerging.

For me, though, there’s nothing like getting my hands dirty, grabbing some
data, trying out some methods, and looking at the results. If you need to brush
up on linear regression theory, then let me reassure you now, there’s plenty out
there to read, and I'll also cover that in this book.

Lastly, can one person ever be a data scientist? I think it’s more likely for a
team of people to bring the various skills needed for machine learning into an
organization. I talk about this more in Chapter 2.

So, while others in the office are arguing whether to bring some PhD brains
in on a project, you can be coding up a decision tree to see whether it’s viable.

Over the last few years the job title data scientist has been joined by other
titles like data engineer and machine learning engineer. All are valid and all
focus on aspects of the data science pipeline. They all have their place.

What Will You Have Learned by the End?

Assuming that you're reading the book from start to finish, you'll learn the
common uses for machine learning, different methods of machine learning,
and how to apply real-time and batch processing.
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There’s also nothing wrong with referencing a specific section that you want
to learn. The chapters and examples were created in such a way that there’s no
dependency to learn one chapter over another.

The aim is to cover the common machine learning concepts in a practical
manner. Using the existing free tools and libraries that are available to you,
there’s little stopping you from starting to gain insight from the existing data
that you have.

Balancing Theory and Hands-on Learning

There are many books on machine learning and data mining available, and
finding the balance of theory and practical examples is hard. When planning
this book, I stressed the importance of practical and easy-to-use examples,
providing step-by-step instructions, so you can see how things are put together.

I'm not saying that the theory is light, because it’s not. Understanding what
you want to learn or, more importantly, how you want to learn will determine
how you read this book.

You can think of the book split into three distinct sections. The first section
covers the question, “What is machine learning?” and concentrates on planning
for projects, data acquisition, and cleaning. For those wanting some refresher
on the math and stats side of things, I've included a new chapter; it also covers
linear regression and standard deviation.

The next section takes a closer look at some of the building-block algo-
rithms used in machine learning projects. Clustering, decision trees, support
vector machine, association rules learning, and neural networks provide both
a background to how they work and code examples for you to work with. It’s
important to get the hands-on nature early on.

Lastly, I focus on the real-world tools used in enterprise; these are tools like
Spark, Kafka, and R. Knowing how these frameworks and tools are put together
will give you a grounding to know what to use when.

Source Code for This Book

All the code that is explained in the chapters of the book has been saved on
a GitHub repository for you to download and try. For this edition, I've also
included the Maven dependency file so you can easily build the project you
are working on.

The address for the repository is https://github.com/jasebell/mlbook2nd-
edition. You can also find it on the Wiley website at www.wiley.com/go/

machinelearning2e.


https://github.com/jasebell/mlbook2ndedition
https://github.com/jasebell/mlbook2ndedition
http://www.wiley.com/go/machinelearning2e
http://www.wiley.com/go/machinelearning2e
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The examples are in either Java, Clojure, or R. If you want to extend your
knowledge into other languages, then a search around the GitHub site might
lead you to some interesting examples.

Code has been separated by chapter; there’s a folder in the repository for
each of the chapters, and each has its own build file. The data is also within the
repository in the data directory and has been split by each chapter.

Using Git

Git is a version control system that is widely used in business and the open
source software community. If you are working in teams, it becomes useful
because you can create branches of the codebase to work on then merge the
changes afterward.

The uses for Git in this book are limited, but you need it for “cloning” the
repository of examples if you want to use them.

To clone the examples for this book, use the following commands:

Smkdir mlbookexamples
$cd mlbookexamples
$git clone https://github.com/jasebell/mlbook2ndedition.git

You see the progress of the cloning, and when it’s finished, you'll be able to
change directories to the newly downloaded folder and look at the code samples.


https://github.com/jasebell/mlbook2ndedition.git




What Is Machine Learning?

Let’s start at the beginning, looking at what machine learning actually is, its
history, and where it is used in industry. This chapter also describes some of
the software used throughout the book so you can get everything installed and
be ready to get working on the practical things.

History of Machine Learning

So, what is the definition of machine learning? Over the last six decades, several
pioneers of the industry have worked to steer us in the right direction.

Alan Turing

In his 1950 paper, “Computing Machinery and Intelligence,” Alan Turing asked,
“Can machines think?” (For the full paper, see the link.)

www.csee.umbc.edu/courses/471/papers/turing.pdf

The paper describes the “Imitation Game,” which involves three partici-
pants—a human acting as a judge, another human, and a computer that is
attempting to convince the judge that it is human. The judge would type into a
terminal program to “talk” to the other two participants. Both the human and the


http://www.csee.umbc.edu/courses/471/papers/turing.pdf
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computer would respond, and the judge would decide which response came
from the computer. If the judge couldn’t consistently tell the difference between
the human and computer responses, then the computer won the game.

The test continues today in the form of the Loebner Prize, an annual compe-
tition in artificial intelligence. The aim is simple enough: convince the judges
that they are chatting to a human instead of a computer chat bot program.

Arthur Samuel

In 1959, Arthur Samuel defined machine learning as a field of study that “gives
computers the ability to learn without being explicitly programmed.” Samuel
is credited with creating one of the first self-learning computer programs with
his work at IBM. He focused on games as a way of getting the computer to
learn things.

The game of choice for Samuel was checkers because it is a simple game but
requires strategy from which the program could learn. With the use of alpha-
beta evaluation pruning (eliminating nodes that do not need evaluating) and
minimax strategies (minimizing the loss for the worst case), the program would
discount moves and thus improve costly memory performance of the program.

Samuel is widely known for his work in artificial intelligence, but he was also
noted for being one of the first programmers to use hash tables, and he certainly
made a big impact at IBM.

Tom M. Mitchell

Tom M. Mitchell is the chair of machine learning at Carnegie Mellon University.
As author of the book Machine Learning (McGraw-Hill, 1997), his definition of
machine learning is often quoted.

A computer program is said to learn from experience E with respect to
some class of tasks T and performance measure P, if its performance at
tasks in T, as measured by P, improves with the experience E.

The important thing here is that you now have a set of objects to define
machine learning.

m Task (T), either one or more
m Experience (E)
m Performance (P)

So, with a computer running a set of tasks, the experience should be leading
to performance increases.
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Summary Definition

Machine learning is a branch of artificial intelligence. Using computing, we design
systems that can learn from data in a manner of being trained. The systems
might learn and improve with experience and, with time, refine a model that
can be used to predict outcomes of questions based on the previous learning.

Algorithm Types for Machine Learning

There are a number of different algorithms that you can employ in machine
learning. The required output is what decides which to use. As you work through
the chapters, you'll see the different algorithm types being put to work. Machine
learning algorithms characteristically fall into one of two learning types: super-
vised or unsupervised learning.

Supervised Learning

Supervised learning refers to working with a set of labeled training data. For every
example in the training data you have an input object and an output object.
An example would be classifying Twitter data. (Twitter data is used a lot in the
later chapters of the book.) Assume you have the following data from Twitter;
these would be your input data objects:

Really loving the new St Vincent album!
#fashion I'm selling my Louboutins! Who's interested? #louboutins
I've got my Kafka cluster working on a load of data. #data

For your supervised learning classifier to know the outcome result of each
tweet, you have to manually enter the answers; for clarity, I've added the result-
ing output object at the start of each line.

music Really loving the new St Vincent album!

clothing #fashion I'm selling my Louboutins! Who's interested?
#louboutins

bigdata I've got my Kafka cluster working on a load of data. #data

Obviously, for the classifier to make any sense of the data when run properly,
you have to work manually on a lot more input data. What you have, though, is
a training set that can be used for the later classification of data.

There are issues with supervised learning that must be taken into account.
The bias-variance dilemma is one of them: how the machine learning model
performs accurately using different training sets. High-bias models contain
restricted learning sets, whereas high-variance models learn with complexity
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against noisy training data. There’s a trade-off between the two models. The
key is where to settle with the trade-off and when to apply which type of model.

Unsupervised Learning

On the opposite end of this spectrum is unsupervised learning, where you let the
algorithm find a hidden pattern in a load of data. With unsupervised learning
there is no right or wrong answer; it’s just a case of running the machine learning
algorithm and seeing what patterns and outcomes occur.

Unsupervised learning might be more a case of data mining than of actual
learning. If you're looking at clustering data, then there’s a good chance you're
going to spend a lot of time with unsupervised learning in comparison to
something like artificial neural networks, which are trained prior to being used.

The Human Touch

Outcomes will change, data will change, and requirements will change. Machine
learning cannot be seen as a write-it-once solution to problems. Also, it requires
human hands and intuition to write these algorithms. Remember that Arthur
Samuel’s checkers program basically improved on what the human had already
taught it. The computer needed a human to get it started, and then it built on
that basic knowledge. It's important that you remember that.

Throughout this book I talk about the importance of knowing what question
you are trying to answer. The question is the cornerstone of any data project,
and it starts with having open discussions and planning. (Read more about this
in Chapter 2, “Planning for Machine Learning.”)

It’s only in rare circumstances that you can throw data at a machine learning
routine and have it start to provide insight immediately.

Uses for Machine Learning

So, what can you do with machine learning? Quite a lot, really. This section breaks
things down and describes how machine learning is being used at the moment.

Software

Machine learning is widely used in software to enable an improved experience
with the user. With some packages, the software is learning about the user’s
behavior after its first use. After the software has been in use for a period of
time, it begins to predict what the user wants to do.
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Spam Detection

For all the junk mail that gets caught, there’s a good chance a Bayesian classification
filter is doing the work to catch it. From the early days of SpamAssassin to
Google’s work in Google Mail, there’s been some form of learning to figure out
whether a message is good or bad.

Spam detection is one of the classic uses of machine learning, and over time
the algorithms have gotten better and better. Think about the e-mail program
that you use. When it sees a message it thinks is junk, it asks you to confirm
whether it is junk or isn’t. If you decide that the message is spam, the system
learns from that message and from the experience. Future messages will, ide-
ally, be treated correctly from then on.

Voice Recognition

Apple’s Siri service that is on many iOS devices is another example of software
machine learning. You ask Siri a question, and it works out what you want to
do. The result might be sending a tweet or a text message, or it could be setting
a calendar appointment. If Siri can’t work out what you're asking of it, it per-
forms a Google search on the phrase you said.

Siri is an impressive service that uses a device and cloud-based statistical
model to analyze your phrase and the order of the words in it to come up with
a resulting action for the device to perform.

There’s been a huge adoption of voice-activated assistants in the home like
Amazon’s Alexa and the Google Home device that take in voice commands and
use machine learning to decide what the user is trying to do and come back
with a response that is helpful.

Stock Trading

There are lots of platforms that aim to help users make better stock trades.
These platforms have to do a large amount of analysis and computation to make
recommendations. From a machine learning perspective, decisions are being
made for you on whether to buy or sell a stock at the current price. It takes into
account the historical opening and closing prices and the buy and sell volumes
of that stock.

With four pieces of information (the low and high prices plus the daily open-
ing and closing prices) a machine learning algorithm can learn trends for the
stock. Apply this with all stocks in your portfolio, and you have a system to aid
you in the decision whether to buy or sell.

Bitcoins are a good example of algorithmic trading at work; the virtual coins
are bought and sold based on the price the market is willing to pay and the
price at which existing coin owners are willing to sell.
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The media is interested in the high-speed variety of algorithmic trading. The
ability to perform many thousands of trades each second based on algorithmic
prediction is a very compelling story. A huge amount of money is poured into
these systems and how close they can get the machinery to the main stock
trading exchanges. Milliseconds of network latency can cost the trading house
millions in trades if they aren’t placed in time.

About 70 percent of trades are performed by machine and not by humans on
the trading floor. This is all very well when things are going fine, but when a
problem occurs, it can be minutes before the fault is noticed, by which time many
trades have happened. The flash crash in May 2010, when the Dow Jones industrial
average dove 600 points, is a good example of when this problem occurred.

Robotics

Using machine learning, robots can acquire skills or learn to adapt to the envi-
ronment in which they are working. Robots can acquire skills such as object
placement, grasping objects, and locomotion skills through either automated
learning or learning via human intervention.

With the increasing number of sensors within robotics, other algorithms
could be employed outside of the robot for further analysis.

We can't talk about robotics without mentioning the self-driving car. Huge
strides have been made since the first edition of this book. Tesla has the autopilot
feature enabling the car to self-drive while the driver is still close by with hands
near the wheel. It’s still in the early days, and there is the obvious discussion
about job displacement and the resulting new job creation.

Medicine and Healthcare

The race is on for machine learning to be used in healthcare analytics. A number
of startups are looking at the advantages of using machine learning with Big
Data to provide healthcare professionals with better-informed data to enable
them to make better decisions.

IBM’s famed Watson supercomputer, once used to win the television quiz
program Jeopardy against two human contestants, is being used to help doc-
tors. Using Watson as a service on the cloud, doctors can access learning on
millions of pages of medical research and hundreds of thousands of pieces of
information on medical evidence.

With the number of consumers using smartphones and the related devices
for collating a range of health information—such as weight, heart rate, pulse,
pedometers, blood pressure, and even blood glucose levels—it’s now possible
to track and trace user health regularly and see patterns in dates and times.
Machine learning systems can recommend healthier alternatives to the user
via the device.
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Image processing has gotten more powerful, and it’s becoming easier to
diagnose via X-ray and MRI scans to detect various cancers and other disease
pointers.

Although it’s easy enough to analyze data, protecting the privacy of user
health data is another story. Obviously, some users are more concerned about
how their data is used, especially in the case of it being sold to third-party com-
panies. The increased volume of analytics in healthcare and medicine is new,
but the privacy debate will be the deciding factor about how the algorithms
will ultimately be used.

Advertising

For as long as products have been manufactured and services have been offered,
companies have been trying to influence people to buy their products. Since
1995, the Internet has given marketers the chance to advertise directly to our
screens without needing television or large print campaigns. Remember the
thought of cookies being on our computers with the potential to track us? The
race to disable cookies from browsers and control who saw our habits was big
news at the time.

Log file analysis is another tactic that advertisers use to see the things that
interest us. They are able to cluster results and segment user groups according
to who may be interested in specific types of products. Couple that with mobile
location awareness and you have highly targeted advertisements sent directly
to you.

There was a time when this type of advertising was considered a huge inva-
sion of privacy, but we’ve gradually gotten use to the idea, and some people
are even happy to “check in” at a location and announce their arrival. If you're
thinking your friends are the only ones watching, think again. In fact, plenty
of companies are learning from your activity. With some learning and analysis,
advertisers can do a good job of figuring out where you'll be on a given day and
attempt to push offers your way.

Retail and E-commerce

Machine learning is heavily used in retail, both in e-commerce and in bricks-and-
mortar retail. At a high level, the obvious use case is the loyalty card. Retailers
that issue loyalty cards often struggle to make sense of the data that’s coming
back to them. Because I worked with one company that analyzes this data, I
know the pain that supermarkets go through to get insight.

UK supermarket giant Tesco is the leader when it comes to customer loyalty
programs. The Tesco Clubcard is used heavily by customers and gives Tesco a
great view of customer purchasing decisions. Data is collected from the point of
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sale (POS) and fed back to a data warehouse. In the early days of the Clubcard,
the data couldn’t be mined fast enough; there was just too much. As processing
methods improved over the years, Tesco and marketing company Dunn Humby
have developed a good strategy for understanding customer behavior and
shopping habits and encouraging customers to try products similar to their
usual choices.

An American equivalent is Target, which runs a similar sort of program that
tracks every customer engagement with the brand, including mailings, website
visits, and even in-store visits. From the data warehouse, Target can fine-tune
how to get the right communication method to the right customers in order for
them to react to the brand. Target learned that not every customer wants an
e-mail or an SMS message; some still prefer receiving mail via the postal service.

The uses for machine learning in retail are obvious: Mining baskets and
segmenting users are key processes for communicating the right message to
the customer. On the other hand, it can be too accurate and cause headaches.
Target’s “baby club” story, which was widely cited in the press as a huge privacy
danger in Big Data, showed us that machine learning can easily determine that
we're creatures of habit, and when those habits change, they will get noticed.

TARGET’S PRIVACY ISSUE

Target's statistician, Andrew Pole, analyzed basket data to see whether he could
determine when a customer was pregnant. A select number of products started to
show up in the analysis, and Target developed a pregnancy prediction score. Coupons
were sent to customers who were predicted to be pregnant according to the newly
mined score. That was all very well until the father of a teenage girl contacted his local
store to complain about the baby coupons that were being sent to his daughter. It
turned out that Target predicted the girl’s pregnancy before she had told her father
that she was pregnant.

For all the positive uses of machine learning, there are some urban myths,
too. For example, you might have heard the “beer and diapers” story associ-
ated with Walmart and other large retailers. The idea is that the sales of beer
and diapers both increase on Fridays, suggesting that mothers were going out
and dads would stock up on beer for themselves and diapers for the little ones
they were looking after. It turned out to be a myth, but this still doesn’t stop
marketing companies from wheeling out the story (and believing it’s true) to
organizations who want to learn from their data.

Another myth is that the heavy-metal band Iron Maiden would mine Bit-
Torrent data to figure out which countries were illegally downloading their
songs and then fly to those locations to play concerts. That story got the mar-
keters and media very excited about Big Data and machine learning, but sadly
it’s untrue. That’s not to say that these things can’t happen someday; they just
haven't happened yet.
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Gaming Analytics

We've already established that checkers is a good candidate for machine learning.
Do you remember those old chess computer games with the real plastic pieces?
The human player made a move, and then the computer made a move. Well,
that’s a case of machine learning planning algorithms in action. Fast-forward a
few decades (the chess computer still feels like yesterday to me) to today when
the console market is pumping out analytics data every time you play your
favorite game.

Microsoft has spent time studying the data from Halo 3 to see how players
perform on certain levels and also to figure out when players are using cheats.
Fixes have been created based on the analysis of data coming back from the
consoles. Other games producers like Blizzard (Overwatch), Epic Games (Fort-
nite), and Respawn Entertainment (Apex Legends) use large matrix calculations
to ensure that players are suitably matched before a game can start.

Microsoft also worked on Drivatar, which is incorporated into the driving
game Forza Motorsport. When you first play the game, it knows nothing about
your driving style. Over a period of practice laps the system learns your style,
consistency, exit speeds on corners, and positioning on the track. The sampling
happens over three laps, which is enough time to see how your profile behaves.
As time progresses, the system continues to learn from your driving patterns.
After you've let the game learn your driving style, the game opens up new levels
and lets you compete with other drivers and even your friends.

Even within story-based games like The Last of Us by Naughty Dog, characters
within gameplay scenes are aware of their surroundings and other characters
within the gameplay. For example, if a bottle is thrown and smashes, enemies,
friends, and infected alike would be alerted and their next moves decided by
in-play artificial intelligence.

If you have children, you might have seen the likes of Nintendogs (or cats), a
game in which a person is tasked with looking after an on-screen pet. (Think
Tamagotchi, but on a larger scale.) Algorithms can work out when the pet needs
to play, how to react to the owner, and how hungry the pet is.

It’s still the early days of game companies putting machine learning into
infrastructure to make the games better. With more and more games appearing
on small devices, such as those with the iOS and Android platforms, the real
learning is in how to make players come back and play more and more. Anal-
ysis can be performed about the “stickiness” of the game—do players return
to play again, or do they drop off over a period of time in favor of something
else? Ultimately there’s a trade-off between the level of machine learning and
gaming performance, especially in smaller devices. Higher levels of machine
learning require more memory within the device. Sometimes you have to factor
in the limit of what you can learn from within the game.



10

Chapter 1 = What Is Machine Learning?

The Internet of Things

Connected devices that can collate all manner of data are sprouting up all over
the place. Device-to-device communication is hardly new, but it hadn't really
hit the public minds until fairly recently. With the low cost of manufacture and
distribution, now devices are being used in the home just as much as they are
in industry.

Uses include home automation, shopping, and smart meters for measuring
energy consumption. These things are in their infancy, and there’s still a lot of
concern about the security aspects of these devices. In the same way mobile
device location is a concern, companies can pinpoint devices by their unique
IDs and eventually associate them to a user.

On the plus side, the data is so rich that there’s plenty of opportunity to put
machine learning in the heart of the data and learn from the devices’ output.
This may be as simple as monitoring a house to sense ambient temperature—for
example, is it too hot or too cold?

Languages for Machine Learning

This book uses the Java and Clojure programming languages for the working
examples. The reasons are simple: Java is a widely used language, especially
in the enterprise, and the libraries are well supported. Clojure gives better data
handling abilities thanks to its functional nature: data goes into a function, and
the result is output as data. Java isn't the only language to be used for machine
learning—far from it. If you're working for an existing organization, you may
be restricted to the languages used within it.

With most languages, there is a lot of crossover in functionality. With the lan-
guages that access the Java Virtual Machine (JVM) there’s a good chance that
you'll be accessing Java-based libraries. There’s no such thing as one language
being “better” than another. It’s a case of picking the right tool for the job. The
following sections describe some of the other languages that you can use for
machine learning.

Python

The Python language has increased in usage because it’s easy to learn and easy
to read. It also has some good machine learning libraries, such as scikit-learn,
PyML, and pybrain. Jython was developed as a Python interpreter for the JVM,
which may be worth investigating.

If you are looking at the Tensorflow libraries, then Python is an obvious choice,
and while there are Java extensions available, I'd recommend using Python in
the first instance.
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R

Ris an open source statistical programming language. The syntax is not the eas-
iest to learn, but I do encourage you to take a look at it. It also has a large number
of machine learning packages and visualization tools. The RJava project allows
Java programmers to access R functions from Java code. For a basic introduction
to R, take a look at Chapter 14, “Machine Learning with R.”

Matlab

The Matlab language is used widely within academia for technical computing
and algorithm creation. Like R, it also has a facility for plotting visualizations
and graphs.

Scala

A new breed of languages is emerging that takes advantage of Java’s runtime
environment, which potentially increases performance, based on the threading
architecture of the platform. Scala (which is an acronym for Scalable Language)
is one of these, and it is being widely used by a number of startups.

There are machine learning libraries, such as ScalaNLP, but Scala can access
Java JAR files, and it can also implement the likes of Classifier4] and Mahout. It’s
also core to the Apache Spark project, which is covered in Chapter 13, “Apache
Spark”

Ruby

Many people know about the Ruby language by association with the Ruby on
Rails web development framework, but it’s also used as a stand-alone language.
The best way to integrate machine learning frameworks is to look at JRuby,
which is a JVM-based alternative that enables you to access the Java machine
learning libraries.

Software Used in This Book

The hands-on elements in the book use a number of programs and packages to
get the algorithms and machine learning working.

To keep things easy, I strongly advise that you create a directory on your
system to install all these packages. I'm going to call mine mlbook.

Smkdir ~/mlbook
$cd ~/mlbook
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Checking the Java Version

As the programs used in the book rely on Java, you need to quickly check the
version of Java that youre using. The programs require Java 1.8, or newer. To
check your version, open a terminal window and run the following:

$ java -version

java version "1.7.0_40"

Java (TM) SE Runtime Environment (build 1.7.0_40-b43)

Java HotSpot (TM) 64-Bit Server VM (build 24.0-b56, mixed mode)

If you are running a version older than 1.6, then you need to upgrade your
Java version. You can download the current version from

www.oracle.com/technetwork/java/javase/downloads/index.html

Weka Toolkit

Weka (Waikato Environment for Knowledge Acquisition) is a machine learning
and data mining toolkit written in Java by the University of Waikato in New
Zealand. It provides a suite of tools for learning and visualization via the sup-
plied workbench program or the command line. Weka also enables you to
retrieve data from existing data sources that have a JDBC driver. With Weka
you can do the following:

m Preprocessing data
m Clustering

m Classification

m Regression

m Association rules

The Weka toolkit is widely used and now supports the Big Data aspects by
interfacing with Hadoop for clustered data mining,.
You can download Weka from the University of Waikato website at

www.cs.waikato.ac.nz/ml/weka/downloading.html

There are versions of Weka available for Linux, macOS, and Windows. To
install Weka on Linux, you just need to unzip the supplied file to a directory.
On macOS and Windows, an installer program is supplied that will unzip all
the required files for you.
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DeeplLearning4J

For the more involved neural networks, I'll be using the DeepLearning4] library.
As it is written in Java, it scales well, but even better is that it can use Spark for
some of its preprocessing. This means it can scale with Big Data where other
languages might struggle.

In this book I'm using the required libraries within the Maven dependency
file (pom.xm1), but if you want to read more about what DeepLearning4] can do,
then please visit https://deeplearning4j.org.

Kafka

In the first edition of the book I made the decision to use SpringXD as the data
ingestion engine. Since then, Kafka has proven itself to be a market leader when
it comes to streaming data. There are two community editions that you can
download; there’s the Apache Kafka distribution and the community edition
from Confluent, which is the commercial arm of Kafka.

For the examples in this book and especially in Chapter 12, “Machine Learning
Streaming with Kafka,” where I use Kafka for self-training machine learning
applications, I'll be using the Apache Kafka distribution.

Spark and Hadoop

Customers using Hadoop are still out there, but they are beginning to be treated
in the same way that legacy databases are. Spark made inroads within the Big
Data community, and it’s becoming the de facto processing framework for data
at scale.

In this book, I'll be using version 2.4.4 against the Hadoop 2.7 binaries. For
more information on Spark, please visit https://spark.apache.org.

Text Editors and IDEs

Some discussions seem to spark furious debate in certain circles—for example,
favorite actor/actress, best football team, and best integrated development envi-
ronment (IDE).

I now use the Intelli] IDEA Java development platform for my Java-based
development. For Clojure development, I use Emacs with a host of packages
installed. For a look at the Emacs packages, see the Home Light Sabre Kit on
my GitHub account.

https://github.com/jasebell/home-lightsaber-kit

It’s a fork from Bruce Durling’s original project.


https://deeplearning4j.org
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Data Repositories

One question that comes up again and again in my classes is “Where can I get
data?” There are a few answers to this question, but the best answer depends
on what you are trying to learn.

Data comes in all shapes and sizes, which is something discussed in the next
chapter. I strongly suggest you take some time to hunt around the Internet for
different datasets and look through them. You'll get a feel for how these things
are put together. Sometimes you'll find comma-separated variable (CSV) data,
or you might find JSON or XML data.

Remember, some of the best learning comes from playing with the data. Hav-
ing a question in mind that you are trying to answer with the data is a good
start (and something you will see me refer to a number of times in this book),
but learning comes from experimentation and improvement on results. So, I'm
all for playing around with the data first and seeing what works. I hail from a
pragmatic background when it comes to development and learning. Although
the majority of publications about machine learning have come from people with
academic backgrounds—and I fully endorse and support them—we shouldn’t
discourage learning by doing.

The following sections describe some places where you can get plenty of data
with which to play.

UC Irvine Machine Learning Repository

This machine learning repository consists of more than 270 datasets. Included
in these sets are notes on the variable name, instances, and tasks the data would
be associated with. You can find this repository at http://archive.ics.uci.edu
/ml/datasets.

Kaggle

The competitions that Kaggle runs have gained a lot of interest over the last
couple of years. The 101 section on the site offers some datasets with which to
experiment. You can find them at www.kaggle.com/competitions.

Summary

This chapter looked at what machine learning is, how it can be applied to dif-
ferent areas of business, and what tools you need to follow along with the
remainder of the book.

The next chapter introduces you to planning for machine learning. It covers
data science teams, cleaning, and different methods of processing data.


http://archive.ics.uci.edu/ml/datasets
http://archive.ics.uci.edu/ml/datasets
http://www.kaggle.com/competitions

Planning for Machine Learning

This chapter looks at planning your machine learning projects, storage types,
processing options, and data input. The chapter also covers data quality and
methods to validate and clean data before you do any analysis.

The Machine Learning Cycle

A machine learning project is basically a cycle of actions that need to be per-
formed (see Figure 2.1).

* Collate the data
Acquisition

« Data cleaning and quality

Prepare

* Run machine tools

 Present the results
Report

Figure 2.1: The machine learning process
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You can acquire data from many sources; it might be data that’s held by your
organization or open data from the Internet. There might be one dataset, or
there could be 10 or more.

You must come to accept that data will need to be cleaned and checked for
quality before any processing can take place. These processes occur during the
prepare phase.

The processing phase is where the work gets done. The machine learning
routines that you have created perform this phase.

Finally, the results are presented. Reporting can happen in a variety of ways,
such as reinvesting the data into a data store or reporting the results as a spread-
sheet or report.

It All Starts with a Question

There seems to be a misconception that machine learning, like Big Data, is
a case of throwing enough data at the problem that the answers magically
appear. As much as I'd like to say this happens all the time, it doesn’t. Machine
learning projects start with a question or a hunch that needs investigating. I've
encountered this quite a few times in speaking to people about their companies’
data ambitions and what they are looking to achieve with the likes of machine
learning and Hadoop.

Using a whiteboard, sticky notes, or even a sheet of paper, start asking ques-
tions like the following;:

m [s there a correlation between our sales and the weather?

m Do sales on Saturday and Sunday generate the majority of revenue to the
business compared to the other five days of the week?

m Can we plan what fashions to stock in the next three months by looking
at Twitter data for popular hashtags?

m Can we tell when our customers become pregnant?

All these examples are reasonable questions, and they also provide the basis
for proper discussion. Stakeholders will usually come up with the questions, and
then the data project team (which might be one person—you!) can spin into action.

Without knowing the question, it’s difficult to know where to start. Anyone
who thinks the answers just pop out of thin air needs a polite, but firm, expla-
nation of what has to happen for the answers to be discovered.

| Don’t Have Data!

This sounds like a silly statement when you have a book on machine learning
in your hands, but sometimes people just don't have the data.
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In an ideal world, we expect companies to have well-groomed customer rela-
tionship management (CRM) systems and neat repositories of data that could
be retrieved on a whim and copied nicely into a Hadoop filesystem, so count-
less MapReduce jobs could run (read more about MapReduce in Chapter 13,
“Apache Spark and MLLib”).

Data comes from a variety of sources. Plenty of open data initiatives are avail-
able, so you have a good chance of being able to find some data to work with.

Starting Local

Perhaps you could make a difference in your local community; see what data
they have open with which you can experiment. New York City has a whole
portal of open data with more than 1,100 datasets for citizens to download and
learn from. Hackathons and competitions encourage people to get involved and
give back to the community. The results of the hackathons make a difference
because insights about how the local community is run are fed back to the event
organizers. If you can’t find the dataset you want, then you are also encouraged
to request it.

Transfer Learning

With the amount of machine learning now being executed out in the field, it
may be worth looking into existing models and altering certain parameters to
fit in with your prediction data, especially if you don’t have much in the way of
training data. This is called transfer learning. It’s perfect for models that require
large scale datasets for training, such as images, video, and large text corpus.
I'll highlight some transfer learning examples in later chapters.

Competitions

If you fancy a real challenge, then think about entering competitions. One of
the most famous was the Netflix Prize, which was a competition to improve
the recommendation algorithm for the Netflix film service.

Teams that were competing downloaded sample sets of user data and worked
on an algorithm to improve the predictions of movies that customers would
like. The winning team was the one that improved the results by 10 percent. In
2009, the $1 million prize was awarded to “BellKor’s Pragmatic Chaos.” This
triggered a new wave of competitions, letting the data out into the open so col-
laborative teams could improve things.

In 2010, Anthony Goldbloom founded kaggle.com, which is a platform for
predictive modeling and analytics competitions. Each competition posted has
sample datasets and a brief of the desired outcome. Either teams or individ-
uals can enter, and the most effective algorithms, similar to the Netflix Prize,
decide the winner.
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Is competition effective? It seems to be. Kaggle has more than 100,000 data
scientists registered from across the world. Organizations such as Facebook,
NASA, GE, Wikipedia, and AllState have used the service to improve their
products and even head-hunt top talent.

One Solution Fits All?

Machine learning is built up from a varying set of tools, languages, and tech-
niques. It’s fair to say that there is no one solution that fits most projects. As you
will find in this chapter and throughout the book, I'll refer to various tools to get
certain aspects of the job done. For example, there might be data in a relational
database that needs extracting to a file before you can process it.

Over the last few years, I've seen managers and developers with faces of
complete joy and happiness when a data project is assigned. It's new, it’s hip, and,
dare I'say it, it’s funky to be working on data projects. Then after the scale of the
project comes into focus, I've seen the color drain from their faces. Usually this
happens after the managers and developers see how many different elements
are required to get things working for the project to succeed. And, like any major
project, the specification from the stakeholders will change things along the way.

Defining the Process

Making anything comes down to process, whether that’s baking a cake, brew-
ing a cup of coffee, or planning a machine learning project. Processes can be
refined as time goes on, but if you've never developed one before, then you can
use the following process as a template.

Planning

During the late 1980s, I wrote many assignments and papers on the upcoming
trend of the paperless office and how computers would one day transform the
way day-to-day operations would be performed. Even without the Internet, it
was easy to see that computers were changing how things were being done.

Skip ahead to the present day and you'll see that my desk is littered with
paper, notebooks, sticky notes, and other scraps of information. The paperless
office didn’t quite make the changes I was expecting, and you need no more
evidence than the state of my desk. I would show you a photograph, but it might
prove embarrassing.

What I have found is that all projects start on paper. For me, it doesn’t work to
jump in and code; I find that method haphazard and error prone. I need to plan
tirst. I use A5 Moleskin notebooks for notes and use A4 and A3 artist drawing
pads for large diagrams. Theyre on my desk, in my bag, and in my jacket pocket.
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Whiteboards are good, too. Whiteboards hold lots of ideas and diagrams, but
I find they can get out of control and messy after a while. There was once an
office wall in Santa Clara that I covered in sticky notes. (I did take them down
once I was finished. The team thought I was mad.)

Planning might take into account where the data is coming from, if it needs
to be cleaned, what learning methods to use, and what the output is going to
look like. The main point is that these things can be changed at any time—the
earlier in the process they change, the better. So, it’s worth taking the time to
sit around a table with stakeholders and the team and figure out what you are
trying to achieve.

Developing

This process might involve algorithm development or code development. The
more iterations you perform on the code, the better it will be. Agile development
processes work best; in agile development, you work only on what needs to be
done without trying to future-proof the software as you go along. It’s worth
using some form of code repository site like GitHub or Bitbucket to keep all
your work private; it also means you can roll back to earlier versions if you're
not happy with the way things are going.

Testing

In this case, testing means testing with data. You might use a random sample
of the data or the full set. The important thing is to remind yourself that you're
testing the process, so it’s okay for things to not go as planned. If you push
things straight to production, then you won't really know what'’s going to hap-
pen. With testing you can get an idea of the pain points. You might find data-
loading issues, data-processing issues, or answers that just don’t make sense.
When you test, you have time to change things.

Reporting

Sit down with the stakeholders and discuss the test results. Do the results make
sense? The developers and mathematicians might want to amend algorithms
or the code. Stakeholders might have a new question to ask (this happens a lot),
or perhaps you want to introduce some new data to get another angle on the
answers. Regardless of the situation, make sure the original people from the
planning phase are back around the table again.

Refining

When everyone is happy with the way the process is going, it’s time to refine
code and, if possible, the algorithms. With huge volumes of data, if you squeeze
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every ounce of performance you can from your code, the quicker the overall
processing time will be. Think of a bobsled run; a slower start converts to a
much slower finish.

Production

When all is tested, reviewed, and refined by the team, moving to production
shouldn’t be a big job. Be sure to give consideration to when this project will
be run—is it an hourly/daily/weekly/monthly job? Will the data change wildly
between the project going into production and the next run?

Make sure the team reviews the first few production runs to ensure the
results are as expected and then look at the project as a whole to see whether
it’s meeting the criteria of the stakeholders. Things might need to be refined.
As you probably already know, software is rarely finished.

Avoiding Bias

Let’s not forget that machine learning is hard; getting models that avoid bias is
hard. It’s important to get the teams talking to each other about how to avoid
introducing any form of bias into the final solution.

Dataset choice is important. Make sure that it’s evenly weighted. Whether it’s
gender, age, location, or another parameter, if the quantity of that source data
type is too heavy, then your model is going to bias toward it.

Try using different model types and evaluate the training and the test pre-
dictions. Unsupervised models can introduce bias with tighter correlations
when clustering from the training data, and supervised models can creep in
bias when human intervention is brought in to control either the model or the
training data. Care must be taken.

Building a Data Team

A data scientist is someone who can bring the facets of data processing, analytics,
statistics, programming, and visualization to a project. With so many skill sets
in action, even for the smallest of projects, it’s a lot to ask for one person to have
all the necessary skills. In fact, I'd go as far as to say that such a person might not
exist—or is at least extremely rare. A data science team might touch on some,
or all, of the following areas of expertise.

Mathematics and Statistics

Someone on the team needs to have a good head for mathematics—someone
who isn't going to flinch when the words linear regression are mentioned in the
interview. I'm not saying there’s a minimum level of statistics you should know
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before embarking on any project, but knowledge of descriptive statistics (the
mean, the mode, and the median), distributions, and outliers will give you a
good grounding to start.

The debate will rage on about the level of mathematics needed in any machine
learning project, but my opinion is that every project comes with its own set of
complications. If new information needs to be learned, then there are plenty of
sources out there from which you can learn.

If you have access to talented mathematicians, then your data team is a blessed
group indeed.

Programming

Good programming talent is hard to come by, but I'm assuming that if you have
this book in your hand, then there’s a good chance you're a programmer already.
Taking algorithms and being able to transfer that to workable code can take
time and planning. It’s also worth knowing some of the Big Data tools, such as
the Spark framework and Kafka. (Read Chapters 12 and 13 for a comprehensive
walk-through on both technologies.)

Graphic Design

Visualizing data is important; it tells the story of your findings to the stake-
holders or end users. Although much emphasis has been placed on the Web
for presentation with technologies such as D3 and Processing, don't forget the
likes of BIRT, Jasper Reports, and Crystal Reports.

This book doesn’t touch on visualization, but Appendix D, “Further Reading,”
includes some titles that will point you in the right direction.

Domain Knowledge

If, for example, you are working with medical data, then it would be beneficial
to have someone who knows the medical field well. The same goes for retail;
there’s not much point trawling through rows of transactions if no one knows
how to interpret how customers behave. Domain experts are the vital heroes in
guiding the team through a project. There are some decisions that the domain
expert will instinctively know.

Think of a border crossing with passport control. There might be many per-
mutations of rules that are given depending on nationality, immigration rules,
and so on. A domain expert would have this knowledge in place and make
your life as the developer much easier and would help to get a solution up and
running more quickly.

There’s a notion that we don’t need domain experts. I'm of the mind that we
do, even if you only sit down and have coffee with someone who knows the
domain. Always take a notebook and keep notes.
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Data Processing

After you have a team in place and a rough idea of how all of this is going to
get put together, it’s time to turn your attention to what is going to do all the
work for you. You must give thought to the frequency of the data process jobs
that will take place. If it will occur only once in a while, then it might be false
economy investing in hardware over the long term. It makes more sense to start
with what you have in hand and then add as you go along and as you notice
growth in processing times and frequency.

Using Your Computer

Yes, you can use your own machine, either a desktop or a laptop. I do my
development on an Apple MacBook Pro. I run the likes of Kafka, Spark, and
Hadoop on this machine as it’s pretty fast, and I'm not using terabytes of data.
There’s nothing to stop you from using your own machine; it’s available, and
it saves financial outlay to get more machines. Obviously, there can be limi-
tations. Processing a heavy job might mean you have to turn your attention
to less processor-intensive things, but never rule out the option of using your
own machine.

Operating systems like Linux and macOS tend to be preferred over Windows,
especially for Big Data—based operations. The best choice comes down to what
you know best and what suits the project best in order to get the job done effi-
ciently. I don’t believe there’s only one right way to do things.

A Cluster of Machines

Eventually you'll come across a scenario that requires you to use a cluster of
machines to do the work. Frameworks like Hadoop are designed for use over
clusters of machines, which make it possible for the distribution of work to be
done in parallel. Ideally the machines should be on the same network to reduce
network traffic latency.

At this point in time, it’s also worthwhile to add a good system administrator
to the data science team. Any performance that can be improved over the cluster
will bring a marked performance improvement to the whole project.

Cloud-Based Services

If the thought of maintaining and paying for your own hardware does not
appeal, then consider using some form of cloud-based service. Vendors such as
Amazon, Rackspace, and others provide scalable servers where you can increase,
or decrease, the number of machines and amount of power that you require.
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The advantage of these services is that they are “turn on/turn off” technology,
enabling you to use only what you need.

Keep a close eye on the cost of cloud-based services, as they can sometimes
prove more expensive than just using a standard hosting option over longer time
periods. Some companies provide dedicated Big Data services if you require
the likes of Spark to do your processing. With cloud-based services, it’s always
important to turn the instance off; otherwise, you'll be charged for the usage
while the instance is active.

Data Storage

There are some decisions to make on how the data is going to be stored. This
might be on a physical disc or deployed on a cloud-based solution.

Physical Discs

The most common form of storage is the one that you will more than likely
have in your computer to start off with. The hard disc is adequate for testing
and small jobs. You will notice a difference in performance between physical
discs and solid-state drives (SSDs); the latter provides much faster performance.
External drives are cheap, too, and provide a good storage solution for when
data volumes increase.

Cloud-Based Storage

Plenty of cloud-based storage facilities are available to store your data as required.
If you are looking at cloud-based processing, then you’ll more than likely be
purchasing some form of cloud-based storage to go with it. For example, if you
use Amazon’s Elastic Map Reduce (EMR) system, then you would be using it
alongside the S3 storage solution; other storage solutions exist for the Microsoft
Azure platform and Google Cloud Compute.

Like cloud processing, storage based on the cloud will cost you on a monthly
or annual basis. You also have to think about the bandwidth implications of
moving large volumes of data from your office location to the cloud system,
which is another cost to keep in mind.

Data Privacy

Data is power and with it comes an awful lot of responsibility. The privacy issue
will always rage on in the hearts and minds of the users and the general public.
Everyone has an opinion on the matter, and often people err on the side of caution.
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In the last five years there has been a huge emphasis on how user data is used.
In Europe, the General Data Protection Regulations control how business can
use personal data within their organizations.

Ultimately, with great power comes great responsibility, and it will be up to
you how that data is protected and processed.

Cultural Norms

Cultural expectations are difficult to measure. As the World Wide Web has
progressed since the mid-1990s, there has been a privacy battle about every-
thing from how cookies were stored on your computer to how a multitude of
companies are tracking locations, social interactions, ratings, and purchasing
decisions through your mobile devices.

If you're collecting data via a website or mobile application, then there’s an
expectation that you will be giving something in return for user information.
When you collect that information, it’s only right to tell the user what you intend
to do with the data.

Supermarket loyalty card schemes are a simple data-collecting exercise.
For every basket that goes through the checkout, there’s the potential that the
customer has a loyalty card. In associating that customer with that basket of
products you can start to apply machine learning. Over time you will be able
to see the shopping habits of that customer—her average spend, the day of the
week she shops—and the customer expects some form of discount promotion
for telling you all this information.

So, how do you keep cultural norms onside? By giving customers a clear
opt-in or opt-out strategy.

Generational Expectations

During sessions of my iPhone development class, I open up with a discussion
about personal data. I can watch the room divide instantly, and I can easily see
the deciding factor: age.

Some people are more than happy to share with their friends, and the rest of
the world, their location, what they are doing, and with whom. These people
post pictures of their activities and tag them so they could be easily searched,
rated, and commented on. They use Facebook, Instagram, YouTube, Twitter,
and other apps as a normal, everyday part of their lives.

The other group of people, who were older, are not comfortable with the concept
of handing over personal information. Some of them think that no one in their
right minds would be interested in such information. Most can’t see the point.

Although the generation gap might be closing and there is a steady relaxation
of what people are willing to put on the Internet, developers have a responsibility
to the suppliers of the information. You have to consider whether the results
you generate will cause a concern to them or enhance their lives.
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The Anonymity of User Data

You can learn from data, but users get touchy when their names are attached
to it. Creating hashes of important data is a starting point, but it’s certainly not
the end game. Consider my name as an MD5 hash. Using the Linux mdssum
command, I can find it out easily, as shown here:

$ printf '%s' "Jason Bell" | mdSsum
a7bl9ed2ca59f8e94121b54£9f26333¢c -

Now, [ have a hash value, which is a good start, but it’s still not really protect-
ing my identity. You now know it and what it would possibly relate to if it were
used as a user key in a machine learning process. It wouldn’t take much time
for a decent programmer with a list of first and last names to generate all the
mds values for all the combinations.

Using a salt value is a better solution. A salt value is random data that’s used
with the piece of data to make it more secure and harder to crack.

Let’s assume the salt value is the number of nanoseconds from January 1,
1970. You take that and the string you're looking to hash.

S printf '%s' "Jason Bell $(date +%sN)" | md5sum
40e46b48a873c30c80469dbbefaasels -

There are different ways of handling the input string. You might want to
remove spaces, but the concept remains the same. The security of these hashes
has to be maintained by you so when the time comes to interpret the answers,
you'll know which customers are doing the actions you are seeking. Hashes
aren’t just restricted to usernames or customer names; they can be applied to
any data. Anything that you consider private information (known as personally
identifiable information [PII])—something that you don’t want any third party
to see—must be hashed.

Don’t Cross the “Creepy Line”

Be careful not to make the customer freak out by crossing the line in the sand
that I call the “creepy line.” It’s the point where the horrified customer would
shriek, “How did they know that?” For an example of a company and what
they know about you, visit the settings pages of your Google account and take
a look at your web search history or your location history:

https://www.google.com/settings/dashboard

One near-legendary example in data science, Big Data, and machine learning
circles is the story of Target and pregnant mothers, which was widely cited
on the Internet because of Charles Duhigg’s book The Power of Habit (Random
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House, 2011). What readers of the Internet forgot to realize was that Target had
been using the same practice for years; the concept was originally run in 2002
as an exercise to see if there was a correlation between two things.

Good mathematics and item matching isolated a number of items that mothers-
to-be started to buy. Target has enough data to predict what trimester of the
pregnancy the mother is in. With an opt-in to the baby club, this might have
all passed without problem. But when an angry father rolls up to the store to
inquire why his teenage daughter is receiving baby promotions and coupons,
well, that’s a different matter.

What does this example highlight? Well, apart from freaking out the customer,
it causes undue pressure on the in-store staff. Everyone in the organization
needs to be aware of the work that’s going on. Also, the data team needs to be
acutely aware of the social effect of their learning.

The UK supermarket chain Tesco started the Clubcard loyalty scheme in 1995;
it holds more data than some governments on customer purchasing behavior,
social classes, and income bracket. The store’s data processing power is controlled
by a marketing company, Dunn Humby, which runs the Clubcard and analyzes
the data. What is the upside for the customer? Four times a year Clubcard mem-
bers receive coupons for money off and incentives to buy items they normally
purchase. The offers resemble the customers’ typical shopping patterns, but
other items are thrown in so it doesn’t look like they’ve been stalked.

Mining the baskets is hardly a new idea (you'll be reading about other tech-
niques in later chapters), but when the supermarket becomes large and the
volumes of data are huge, the insight that can be gained becomes an enormous
commercial advantage. The cost of this advantage is appearing to know the
intimate shopping details of the customer even when they’ve not overtly given
permission for you to send offers.

Data Quality and Cleaning

In an ideal world, you'd receive data and put it straight into the system for
processing. Then your favorite actor or actress would hand you your favorite
drink and pat you on the back for a job well done.

In the real world, data is messy, usually unclean, and error prone. The fol-
lowing sections offer some basic checks you should do, and I've included some
sample data so you can see clearly what to look for.

The example data is a simple address book with a first name, last name,
e-mail address, and age.

Presence Checks

First things first, check that data has been entered at all. Within web-based
businesses, registration usually involves at least an e-mail address, first name,
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and last name. It's amazing how many times users will try to avoid putting in
their names.

The presence check is simple enough. If the field length is empty or null and
that piece of data is important in the analysis, then you can’t use records from
which the data is missing.

FIRSTNAME LASTNAME E-MAIL AGE
Correct Jason Bell me@domain.com 42
Incorrect Bell 42

The first name and e-mail are missing from the example, so the record should
really be fixed or rejected. In theory, the data could be used if knowing the cus-
tomer was not important.

Type Checks

With relational databases you have schemas created, so there’s already an
expectation of what type of data is going where. If incorrect data is written to
a field of a different data type, then the database engine will throw an error
and complain at you.

In text data, such as CSV files, that’s not the case, so it’s worth looking at each
field and ensuring that what you're expecting to see is valid.

#firstname, lastname, email, age
Jason,Bell, me@domain.com, 42
42,Bell, me@domain.com, Jason

From the example, you can see that the first row of data is correct, but the second
is wrong because the firstname field has a number in it and not a string type.
There are a couple of things you could do here. The first option is to ignore the
record, as it doesn't fit the data-quality check. The other option is to see if any other
records have the same e-mail address and check the name against those records.

Length Checks

Field lengths must be checked, too; once again, relational databases exercise a
certain amount of control, but textual data can be error-prone if people don’t
go with the general rules of the schema.

FIELD LENGTH GOOD BAD
Firstname 10 Jason Mr Jason Bell
Email 20 me@domain.com jason.bell@thing.

domain.com
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Range Checks

Range or reasonableness checks are used with numeric or date ranges. Age
ranges are the main talking point here. Until there are advances in scientific
medicine to prolong life, you can make a fairly good assumption that the upper
lifespan of someone is about 120. You can even play it safe and extend the upper
range to 150; anyone who is older than that is lying or just trying to put a false
value in to trip up the system.

FIELD LOWER RANGE UPPER RANGE
Age 0 120
Month 1 12

Format Checks

When you know that certain data must follow a given format, then it’s always
good to check it. Regular expression knowledge is a big advantage here if you
know it. E-mail addresses can be used and abused in web forms and database
tables, so it’s always a good idea to validate what you can at the source.

There’s much discussion in the developer world about what a correct e-mail
regular expression actually is. The official standard for the e-mail address
specification is RFC 5322. Correctly matching the e-mail address as a regular
expression is a huge pattern. What you're looking for is something that will
catch the majority of e-mail addresses.

[a-z0-91#3%& ' *+/=2" ~{|}~-1+(?2:\.[a-20-9!1#5%3&"'*+/=2" ~{|}~-1+)*@ (?:[a-
z0-9]1 (?:[a-2z0-9-1*[a-20-9])?\.)+[a-20-9] (?:[a-2z0-9-1*[a-20-9])?

The main thing to do is create a run of test cases with all the eventualities of
an e-mail address you think you will come across. Don't just test it once; keep
retesting it over time.

Postcodes and ZIP codes are another source of formatting woe—especially
UK postcodes. Regular expressions also help in this case, but sometimes an odd
one slips through the testing. At the end of the day, this sort of thing is better
left to specialized software or expert services.

The Britney Dilemma

Users being users will input all sorts of things, and it’s really up to us to make
sure that our software catches what it can. Although search strings aren’t specific
to machine learning, it is, however, an interesting case of how different names
can really mess up the results.
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For instance, take the variations of the search term Britney Spears in a well-known
search engine. In an ideal and slightly utopian vision, everyone would type her
name perfectly into a text field box.

britney spears

Life rarely goes as planned, and users type what they think is right, such as
the following;:

brittany spears
brittney spears
britany spears
britny spears
briteny spears
britteny spears
briney spears
brittny spears
brintey spears
britanny spears
britiny spears
britnet spears
britiney spears
britaney spears
britnay spears
brithney spears
brtiney spears
birtney spears
brintney spears
briteney spears
bitney spears
brinty spears
brittaney spears
brittnay spears
britey spears
brittiny spears

If you were to put that through a Hadoop cluster looking for unique singer
search terms, you'd be in a bit of a mess, as each of these would register a new
result count.

What you want is something to weigh each term and see what it resembles.
The simplest approach is to use a classifier to weigh each search term as it comes
in. You know the correct term, so it’s a case of running the incoming terms
against the correct one and seeing what the confidence scoring is.

package mlbook.ch02.examples;

import java.util.ArrayList;
import java.util.List;
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import net.sf.classifier4J.ClassifierException;

import net.sf.classifier4J.vector.HashMapTermVectorStorage;
import net.sf.classifier4J.vector.TermVectorStorage;

import net.sf.classifier4J.vector.VectorClassifier;

public class BritneyDilemma {

public BritneyDilemma () {

List<String> terms = new ArrayList<String> () ;
terms.add("brittany spears");

terms.add ("brittney spears");

terms.add ("britany spears");

terms.add ("britny spears") ;
terms.add("briteny spears");

terms.add ("britteny spears");
terms.add("briney spears");

terms.add ("brintey spears");
terms.add ("britanny spears") ;

7

(

(

(

(

(

(

terms.add ("brittny spears");

(

(

terms.add("britiny spears")

terms.add ("britnet spears");

terms.add("britiney spears");
(

terms.add("christina aguilera") ;

TermVectorStorage storage = new HashMapTermVectorStorage() ;
VectorClassifier vc = new VectorClassifier (storage) ;
String correctString = "britney spears";

for (String term : terms) {
try {
vc.teachMatch ("sterm", correctString) ;
double result = vc.classify("sterm", term);
System.out.println(term + " = " + result);
} catch (ClassifierException e) {
e.printStackTrace () ;

public static void main(String[] args) ({
BritneyDilemma bd = new BritneyDilemma () ;

This code sample uses the Classifer4] library to run a basic vector space search
on the incoming spellings of Britney; it then ranks them against the correct
string. When this code is run, you get the following output:

brittany spears = 0.7071067811865475
brittney spears = 0.7071067811865475
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britany spears = 0.7071067811865475
britny spears = 0.7071067811865475
briteny spears = 0.7071067811865475
britteny spears = 0.7071067811865475
briney spears = 0.7071067811865475
brittny spears = 0.7071067811865475
brintey spears = 0.7071067811865475
britanny spears = 0.7071067811865475
britiny spears = 0.7071067811865475
britnet spears = 0.7071067811865475
britiney spears = 0.7071067811865475
britaney spears = 0.7071067811865475
britnay spears = 0.7071067811865475
brithney spears = 0.7071067811865475
brtiney spears = 0.7071067811865475
birtney spears = 0.7071067811865475
brintney spears = 0.7071067811865475
briteney spears = 0.7071067811865475
.7071067811865475
brinty spears = 0.7071067811865475
brittaney spears = 0.7071067811865475
brittnay spears = 0.7071067811865475
britey spears = 0.7071067811865475
brittiny spears = 0.7071067811865475
christina aguilera = 0.0

bitney spears =

o o

The confidence is always a number between 0 and 0.9999. Just to prove that,
putting the correct spelling in the list and running the program again would
generate a positive score.

britney spears = 0.9999999999999998

Obviously, there’s some preparation required, as you need to know the correct
spellings of the search terms before you can run the classifier. This example
just proves the point.

What'’s in a Country Name?

Data cleaning needs to be done in a variety of circumstances, but the most
common reason is too many options were given in the first place.

A few years ago, I was looking at a database for a hotel. Its data was
gathered via a web-based inquiry form, but instead of offering a selection
of countries from a drop-down list of countries, there was just an open text
tield. (Always remember that freedom of input, where it can be avoided,
should be avoided.)
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Let’s consider this for a moment. If you take a country like Ireland, then you
might have the following entries for country name:

m Jreland

m Republic of Ireland
m Fire

m EIR

m Rep. of Ireland

All these are essentially the same place; the only exception would be Northern
Ireland, which is still part of the United Kingdom.

What you have is a huge job to clean up the country field of a database. To
fix this, you would have to find all the distinct names in the country field and
associate them with a two-letter country code. So, Ireland and all the other names
that were associated with Ireland become IE. You would have to do this for all
the countries. Where possible, it’s better to have tight control of the input data,
as this will make things a lot easier when it comes to processing.

In programming terms, you could make each of the distinct countries a key in
a HashMap and add a method to get the value of the corresponding input name.

package mlbook.ch02.examples;

import java.util.HashMap;
import java.util.Map;

public class CountryHashMap {
private Map<String, String> countries = new HashMap<String, String>();

public CountryHashMap () {

countries.put ("Ireland", "IE");
countries.put ("Eire", "IE");

countries.put ("Republic of Ireland", "IE");
countries.put ("Northern Ireland", "UK");
countries.put ("England", "UK");

// you could add more or generate from a database.

public String getCountryCode (String country) {
return countries.get (country) ;

public static void main(String[] args) ({
CountryHashMap chm = new CountryHashMap () ;
System.out.println(chm.getCountryCode ("Ireland")) ;
System.out.println(chm.getCountryCode ("Northern Ireland")) ;
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The preceding example is a basic piece of code that would automate the cleaning
process in a short amount of time. However, you are strongly advised to look
at the source of the problem and refactor the input. If no change is made, then
the same cost to the business will occur, as you'll have to clean the data again.

Ideally, to avoid having to do this sort of cleaning, you would employ verifi-
cation strategies at the input stage. So, for example, if you're using web forms,
you should use JavaScript to validate the input before it’s saved to the database.
Other times you inherit data and occasionally have to employ such methods.

Dates and Times

For time series processing, you must ensure that you have a consistent set of dates
to read. The format you choose is really up to you. International Standard ISO
8601 lays out the specification for date and time representations in a numerical
format. The issue with the ISO 8601 standard is that it’s not immune to the
Y10K bug when timestamps will be incorrect after January 19, 2038. The Temps
Atomique International (TAI) standard takes into account these issues.

Regardless of the language you are using, make yourself aware of how the
date formatting and parsing routines work. For Java, take a look at the Simple-
DateFormat API, which gives you a rundown on all the settings along with
some useful examples. Use caution when running code on distributed systems
and also with different time zones.

Table 2.1 shows some of the commonly used date/time formats.

Table 2.1: Commonly Used Date/Time Formats

DATE/TIME FORMAT SIMPLEDATEFORMAT REPRESENTATION

2014-01-01 Yyyy-MM-dd
2014-01-01 11:59:00 Yyyy-MM-dd hh:mm:ss
1388577540 (Unix timestamps are like long variable types but with nano

seconds added.)

I've seen many a database table with different date formats that have been
saved as string types. Things have gotten better, but it’s still something I keep
in mind.

Final Thoughts on Data Cleaning

Data cleaning is a big deal, because it increases the chances of getting better
results. For some Big Data projects, 80 percent of the project time is spent on
data cleaning before the actual analysis starts. It’s important to keep this step
high up in the project plan and manage time accordingly.
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Thinking About Input Data

With any machine learning project, you need to think about the incoming data,
what format it’s in, and how it will be accessed by the code that’s being built.

Data comes in all sorts of forms, so it’s a good idea to know what you're dealing
with before you start crafting any code. The following sections describe some
of the more common data formats.

Raw Text

Basic raw text files are used in many publications. If you look at the likes of the
Guttenberg Project, you'll see that you can download works in a raw text file. The
data is unstructured, so it rarely has a proper form with which you can work.

Lorem ipsum dolor sit amet, consectetur adipiscing elit. Suspendisse
eget metus quis erat tempor hendrerit. Vestibulum turpis ante, bibendum
vitae nisi non, euismod blandit dui. Maecenas tristique consectetur est
nec elementum. Maecenas porttitor, arcu sed gravida tempus, purus tellus
lacinia erat, dapibus euismod felis enim eget nisl. Nunc mollis volutpat
ligula. Etiam interdum porttitor nulla non lobortis.

Common formats for text files are Unicode, ASCII, or UTE-8. If there’s any
international encoding required, UTF-8 and Unicode are most common. Note
that PDF documents, Rich Text Format files, and Word documents are not raw
text files. Microsoft Office documents (such as Word files) are particularly trou-
blesome because of “smart quotes” and other nontext extraneous characters that
wreak havoc in Java programs.

Comma-Separated Variables

The CSV format is widely used across the data landscape. The comma character
is used between each field of data. You might find that other delimiters are
used, such as tabulation (TSV) and the pipe (|) symbol (PSV). Delimiters are
not limited to one character either. If you look at something like the USDA Food
Database, you'll see ~"~ used as a delimiter. The following CSV file is gener-
ated from a fake name generator site. (It’s always good to use fake data when
you're testing things.)

1,male,Mr.,Joe,L,Perry,50 Park Row, EDERN, ,LL53 2SQ,GB,United
Kingdom, JoePerry@einrot .com, Annever, eiThahph92Ah, 077 6473
7650,Fry,7/4/1991,Visa,4539148712302735,342,2/2018,YB 20 98

60 A,1Z 23F 389 61 4167 727 1,Blue,Nephrology nurse,Friendly
Advice,1999 Alfa Romeo 145,BadProtection.co.uk,0+,169.4,77.0,5"
10",177,a617f840-6e42-4146-b743-090ee59¢c2c9f,52.806493,-4.72918
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2,male,Mr.,Daniel,J,Carpenter,51 Guildford Rd,EAST

DRAYTON, ,DN22 3GT,GB,United Kingdom,DanielCarpenter@teleworm.
us,Restel990,EichlKiegie, 079 2890 2948,Harris,3/26/1990,MasterCard,
5353722386063326,717,7/2018,KL 50 03 59 C,1Z 895 362 50 0377 620

2,Blue, Corporate administrative assistant,Hit or Miss, 2000 Jeep Grand
Cherokee,BiologyConvention.co.uk,AB+,175.3,79.7,5' 7",169,ac907a59-a091-
4ba2-9b0f-al276b3b5ada,52.801024,-0.719021

3,male,Mr.,Harvey,A,Hawkins, 37 Shore Street,STOKE TALMAGE, ,h0X9
4FY,GB,United Kingdom, HarveyHawkins@armyspy.com, Spicionly, UcheeGh9xoh, 077
7965 0825,Rees,3/1/1974,MasterCard,5131613608666799,523,7/2017,SS 81 32
33 C,1Z Y11 884 19 7792 722 8,Black,Education planner,Monsource, 1999 BMW
740,LightingShadows.co.uk,A-,224.8,102.2,6"' 1",185,6cf865fb-8lae-42af-
9a9d-5b86d5da7ce9,51.573674,-1.179834

4,male,Mr.,Kyle,E,Patel, 97 Cloch Rd,ST MARTIN, ,TR12 6LT,GB,United
Kingdom, KylePatel@superrito.com,Wilvear,de2EeJew, 079 2879 6351,Hancock,
6/7/1978,Visa,4916480323599950,960,4/2016,MH 93 02 76 D,1Z 590 692

15 4564 674 8,Blue,Interior decorator,Grade A Investment,2002 Proton
Juara, ConsumerMenu.co.uk,AB+,189.2,86.0,5"' 10",179,e977c58e-ba6l-406e-
aldl-2904807be365,49.957435,-5.258628

5,male,Mr.,Dylan,A,Willis, 66 Temple Way,WINWICK, ,WA2 5HE,GB,United
Kingdom, DylanWillis@cuvox.de,Hishound, shael7Foo,077 1105 4178,Kelly,
8/16/1948,Visa,4485311140499796,423,11/2016,WG 24 10 62 D,1Z 538 4E0
39 8247 102 7,Black,Community health educator,Mr. Steak,2002 Nissan
X-Trail, FakeRomance.co.uk,A+,170.1,77.3,5' 9",175,335¢c2508-71be-43ad-
9760-4f5c186ec029,53.443749,-2.631634

6,female,Mrs.,Courtney,R,Jordan, 42 Kendell Street, SHARLSTON, ,WF4
1PZ,GB,United Kingdom, CourtneyJordan@fleckens.hu,Ponforsittle,
Hi2oteell, 070 3469 5710,Payne,2/23/1982,MasterCard, 55708
15007804057,456,12/2019,CJ 87 95 98 D,1Z 853 489 84

8609 859 3,Blue,Mechanical inspector,Olson Electronics, 2000
Chrysler LHS, LandscapeCovers.co.uk,B+,143.9,65.4,5"
3",161,27d229b0-6106-4700-8533-5edc2661a0bf,53.645118,-1.563952

People might refer to files as CSV files even though they are not comma sep-
arated. The best way to find out if something is really a CSV file is to open up
the data and take a look.

JSON

JavaScript Object Notation (JSON) is a commonly used data format that uti-
lizes key-value pairs to communicate data between machines and the Web. It
was designed as an alternative to XML. Don't be fooled by the use of the word



36

Chapter 2 = Planning for Machine Learning

JavaScript; you don’t need JavaScript to use this data format. There are JSON
parsers for various languages. The earlier CSV example used fake name data;
here’s the first entry of the CSV in JSON notation:

[

"Number":1,

"Gender":"male",

"Title":"Mr.",

"GivenName":"Joe",
"MiddleInitial":"L",
"Surname":"Perry",
"StreetAddress":"50 Park Row",
"City":"EDERN",

"State":"",

"ZipCode":"LL53 2SQ",
"Country":"GB",
"CountryFull":"United Kingdom",
"EmailAddress":"JoePerry@einrot.com",
"Username" : "Annever",

"Password": "eiThahph9Ah",
"TelephoneNumber":"077 6473 7650",
"MothersMaiden":"Fry",
"Birthday":"7/4/1991",
"CCType":"Visa",

"CCNumber" :4539148712302735,
"CVV2":342,

"CCExpires":"2/2018",
"NationalID":"YB 20 98 60 A",
"UPS":"1Z 23F 389 61 4167 727 1",
"Color":"Blue",

"Occupation": "Nephrology nurse",
"Company":"Friendly Advice",
"Vehicle":"1999 Alfa Romeo 145",
"Domain":"BadProtection.co.uk",
"BloodType" :"O+",

"Pounds":169.4,

"Kilograms":77.0,
"FeetInches":"5' 10\"",
"Centimeters":177,
"GUID":"a617f840-6e42-4146-b743-090ee59c2c9f",
"Latitude":52.806493,
"Longitude":-4.72918

Many application programming interfaces (APIs) use JSON to send response
data back to the requesting program. Some parsers might take the JSON data
and represent it as an object. Others might be able to create a hash map of the
data for you to access.
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YAML

Whereas JSON is a document markup format, YAML (meaning “YAML Ain’t
Markup Language”) is most certainly a data format. It’s not as widely used as
JSON but from a distance looks similar.

date : 2014-01-02
bill-to: &id001
given : Jason
family : Bell
address:
lines: |
458 Some Street Somewhere
In Some Suburb

city : MyCity
state : CA
postal : 55555

XML

The Extensible Markup Language (XML) followed on from the popular use of
Standard Generalized Markup Language (SGML) for document markup. The
idea was for XML to be easily read by humans and also by machines. On first
inspection, XML is like Hypertext Markup Language (HTML); later versions
of HTML use strict XML formatting types.

XML gets criticism for its complexity, especially when reading large struc-
tures. That’s one reason it’s popular for web-based APIs to use JSON data as
its response. There are a large number of APIs delivering XML response data,
so it’s worthwhile to look at how it works:

<?xml version="1.0" encoding="UTF-8" 2>
<Customer>

<Number>1</Number>
<Gender>male</Gender>
<Title>Mr.</Title>
<GivenName>Joe</GivenName>
<MiddleInitial>L</MiddleInitial>
<Surname>Perry</Surname>
<StreetAddress>50 Park Row</StreetAddress>
<City>EDERN</City>
<State></State>
<ZipCode>LL53 2SQ</ZipCode>
<Country>GB</Country>
<CountryFull>United Kingdom</CountryFull>
<EmailAddress>JoePerry@einrot.com</EmailAddress>
<Username>Annever</Username>
<Password>eiThahph9Ah</Password>
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<TelephoneNumber>077 6473 7650</TelephoneNumber>
<MothersMaiden>Fry</MothersMaiden>
<Birthday>7/4/1991</Birthday>
<CCType>Visa</CCType>
<CCNumber>4539148712302735</CCNumber>
<CVV2>342</CVV2>
<CCExpires>2/2018</CCExXpires>
<NationalID>YB 20 98 60 A</NationalID>
<UPS>1Z 23F 389 61 4167 727 1</UPS>
<Color>Blue</Color>
<Occupation>Nephrology nurse</Occupation>
<Company>Friendly Advice</Company>
<Vehicle>1999 Alfa Romeo 145</Vehicle>
<Domain>BadProtection.co.uk</Domain>
<BloodType>0+</BloodType>
<Pounds>169.4</Pounds>
<Kilograms>77</Kilograms>
<FeetInches>5' 10&guot;</FeetInches>
<Centimeters>177</Centimeters>
<GUID>a617f840-6e42-4146-b743-090ee59¢c2c9f</GUID>
<Latitude>52.806493</Latitude>
<Longitude>-4.72918</Longitude>
</Customer>

Most of the common languages have XML parsers available using either a
document object model (DOM) parser or the Simple API for XML (SAX) parser.
Both types come with advantages and disadvantages depending on the size and
complexity of the XML document with which you are working.

Spreadsheets

Talk to any finance person in your organization, and you'll discover that their
entire world revolves around spreadsheets. Programmers have a tendency to
shun spreadsheets in favor of data formats that make their lives easier. You can’t
totally ignore them, though. Spreadsheets are the lifeblood of an organization,
and they probably hold most of the organization’s data.

There are lots of different spreadsheet programs, but the most commonly used
applications are Microsoft Excel, Google Docs Spreadsheet, and LibreOffice.

Fortunately, there are programming APIs that you can use to extract the
data from spreadsheets directly, which saves a lot of work in converting the
spreadsheet to the likes of CSV files. It’s worth studying the formulas in the
spreadsheets, because there might be some algorithms lurking there that are
worth their weight in gold.

If you want your finance person to be supportive of the project, tell that
person that the results will be in a spreadsheet and you'll have a friend for a
long time after.
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The Java programming language has a few APIs to choose from that will
enable you to read and write spreadsheets. The Apache POI project and JExcel
API are the two most popular.

Databases

If you've been brought up with web programming, then you might have had
some exposure to databases and database tables. Common ones are MySQL,
Postgres, Microsoft SQL Server, and Oracle.

Recently, there’s been an explosion of NoSQL (meaning Not Only SQL), such
as MongoDB, CouchDB, Cassandra, Redis, and HBase, which all bring their own
flavors to data storage. These document and key-value stores move away from
the rigid table-like structures of traditional databases.

In addition, there are graph databases such as Apache Giraph and Neo4] and
in-memory systems such as Spark, memcached, and Storm. Chapter 13 is an
introduction to Spark.

In my opinion, all databases have their place and are worth investigating.
There’s nothing wrong with having relational, document, and graph databases
running concurrently for the project. Each has its advantages to the project
that you might not have considered. As with all these things, there might be a
learning curve that you need to factor into your project time.

Images

The common data formats previously mentioned mainly deal with text or num-
bers in different shades, but you can’t discount images. There are a number of
things you can learn from images. Whether you're trying to use facial recogni-
tion or emotion tracking or you're trying to determine whether an image is a
cat or dog (yes, it has been done), there are several APIs that will help.

The most popular formats are Portable Network Graphics (PNG) and JPEG
images; these are regularly used on the Web. If processing power is freely
available, then TIFF or BMP are much larger files, but they contain more image
information.

Ultimately our job is to convert images to numbers so the algorithms can
work with the vectors of number information. This will require reducing image
size and then doing the conversion. More of these techniques are covered in
Chapter 11, “Machine Learning from Image Information.”

Thinking About Output Data

Now it’s time to turn your attention to the output data. This is where the stake-
holders might have a say in how things are going to be done, because ultimately
it will be those people who deal with the results.
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The primary question about the output of machine learning data is “Who
is the intended audience?” Depending on the answer to that question, your
output will vary. You might need a spreadsheet for the financial folks to see
the results. If the audience is comprised of website users, then it makes sense to
put the data back into a database table. The machine learning results could be
merged with other data to define more learning. It really comes down to what
was defined in the project.

There are a number of paid and free reporting tools available. Some are
full-blown systems, such as Jasper Reports, BIRT, and Tableau. If you are report-
ing to a web-based audience, then the likes of D3 and Processing might be of
help to you.

Don’t Be Afraid to Experiment

It’s safe to say that there is no “one solution fits all.” There are many components,
formats, tools, and considerations to ponder on any project. In effect, every
machine learning project starts with a clean sheet and communication among
all involved, from stakeholders all the way through to visualization. Tools and
scripts can be reused, but every case is going to be different, so things need
minor adjustments as you go along. Don’t be afraid to play around with data as
you acquire it; see whether there’s anything you can glean from it.

It’s also worth taking time to grab some open data and make your own scenarios
and ask your own questions. It’s like a musician practicing an instrument; it’s
worth putting in the hours so you are ready for the day when the big gig arrives.

The machine learning community is large, and there are plenty of blog posts,
articles, videos, and books produced by the community. Forums are the perfect
place to swap stories and experiences, too. As with most things, the more you
put in, the more you will get out of it.

Over the years, I've found that people are more than willing to help contribute
to a solution if you're stuck on a problem. If you haven't looked at the likes of
http://stackoverflow.com, a collaborative question-and-answer platform for
software developers, then have a search around. Chances are that someone will
have encountered the same problem as you.

Summary

As with any project, planning is a key and essential part of machine learning
and shouldn’t be taken lightly. This chapter covered many aspects of planning,
including processing, storage, privacy, and data cleaning. You were also intro-
duced to some useful tools and commands that will help in the cleaning phases
and some validation checks.
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The planning phase is a constantly evolving process, and the more machine
learning projects you and the team perform, the more you will learn from
previous mistakes.

The key is to start small. Take a snapshot of the data and take a random sample
with a size of 10 percent of the total. Get the team to inspect the data. Can you
work with it? Do you anticipate any problems with the processing of this data?

Cleaning the data might take the most time of the project; the actual processing
might consume only a fraction of the overall project time. If you can supply
clean data, then your results will be refined.

Regardless of whether you are working on a 10-person team or on your own,
be aware of your network of contacts; some might have domain knowledge that
will be useful. Ask lots of questions, too. You'd be surprised how many folks
are willing to answer questions in order to see you succeed.

The next few chapters examine some different machine learning techniques
and put some sample code together, so you can start to apply them to your
own projects.






Data Acquisition Techniques

“Computers aren’t the thing. They're the thing that gets us to the thing.”

—Joe MacMillan

This quote comes from the television program Halt and Catch Fire; perhaps we
should reconsider that statement for our purposes: “Data isn’t the thing. Data
is the thing that gets us to the thing.” The question to ask is where is the data
coming from and does it need cleaning or transforming?

When it comes to machine learning and machine learning projects, you'll
spend a large portion of your time on getting the data into the right shape so
it can be processed. Welcome to the dark art that is extracting, transforming,
and loading data.

Scraping Data

The sad fact of reality is that data is rarely neatly packaged the way we want.
Sure, there are exceptions like WikiData and the Facebook Graph API, and
there are application programming interfaces (APIs) that will give you nicely
prepared data (more on that shortly). But you must be prepared to work with
the messy world of scraping data.
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Processing scraped data requires a few steps to get it from the usual messy
state it’s in to something usable.

1. Figure out where the data is coming from.

S N

Figure out how you're going to get it.
Make it machine readable.
Make sure the values are workable.

Figure out where to store it.

Copy and Paste

There will be a day you'll have to extract data from a web page or a series of web
pages. Truth be told, they tend to be a mess, but some are better than others.
A first attempt would be to copy and paste the data from the page and then
figure a way out to remove the HTML tags. There are, however, easier ways.
Let’s look at an example.

Suppose we’ve been tasked with extracting airport data. I'd like to see the
busiest airports in the United Kingdom. I've found a page on Wikipedia, and
I'd like to get the data (see Figure 3.1).
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Figure 3.1: Wikipedia list of the busiest airports in United Kingdom

The link to visit is here:

https://en.wikipedia.org/wiki/List_of_busiest_airports_in_the United_

Kingdom


https://en.wikipedia.org/wiki/List_of_busiest_airports_in_the_United_Kingdom
https://en.wikipedia.org/wiki/List_of_busiest_airports_in_the_United_Kingdom
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There are several tables that have the information I'm looking for. For this
example, I want to look at the 2017-2018 figures. If I were to copy/paste the
2017-2018 into a text file, the output is okay but needs cleaning (see Figure 3.2).

® @

Fe17 / 2018 data
The following is a list of the 4@ largest UK airports by total passenger traffic in 2018, from UK CAA statistics. [5]

" | copypaste_airport_data.txt

Rank
2018[nb 1] Airport Total Passengersinb 2] Aircraft Movements[nb 3]
2017 2018 Change
2017 / 18 2017 2918 Change
2017 / 18
London-Heathrow 78,012,825 80,124,537
London-Gatwick 45,556,899 46,086,089
Manchester 27,826,054 28,292,797

72.7% 475,783 477,604 0.40.4%
21
21
London-Stansted 25,904,450 27,996,116 . 18. 1
94
66

2% 285,912 283,919 - T
.2% 203,689 201,247 -

% 189,919 201,614 6.26.2%
London-Luton 15,990,276 16,769,634 .9% 133,743 136,511 2.12.1%
Edinburgh 13,410,343 14,294,305 .6% 128,675 130,016 1.01.8%
Birmingham 12,990,303 12,457,051 —4 14.1% 122,067 111,828 -8.48.4%
Glasgow 9,897,959 9,656,227 =2.42. 102,766 97,157 -5.55.5%

Bristol 8,239,250 8,699,529 5.65. 6’5 76,199 72,927 -4.34.3%
Belfast-International 5,836,735 6,268,960 7.47.4% 58,152 60,541 4.14.1%
Newcastle 5,300,274 0.60.6% 57,808 53,740 -7.07.0%
Liverpool 4,901,157 3 93 M 56,643 59,320 4.74.7%

East Midlands 4,878,781 0.1% 77, 76,013 1.41.4%
London-City 4,530,439 ), 0.50.5%

Leeds Bradford 4,076,616 % 46, 38,680

Aberdeen 3,090,642 - » 91,279
Belfast-City 2,559,846 .91, . 35,959
Southampton 2,069,950 -3.83. ., 39,651 719 219 2%
Jersey 1,637,763 1,664, 175 1.61.6% 46,615 42,436

Cardiff 1,465,227 1,581,131 7.97.9% 28,934 31,085

London-Southend 1,092,269 1,480,139 35.535.5% 26 674 32,531 22.022.0%
Doncaster Sheffield 1,355,559 1,222,347 8.58.5% 17,435 18,930 B8.68.6%
Exeter 908,750 931,265 2.52. 5‘k 40,472 39 532 -2.32.3%

Inverness 874,934 894,360 2.22.2% 31,002 29,690 -4.24.2%

Guernsey 843,272 837,615 -0.70.7% 38,209 36,356 -4.84.8%

Isle of Man 797,615 836,656 4.94.9% 23,061 23,431 1.61.6%

Glasgow-Prestwick 696,309 681,715 -2.12.1% 24,897 24,904 0.00.06%
Bournemouth 694,660 674,972 -2.82.8% 34,641 39,886 15.115.1%

Norwich 528,153 536,578 1.61.6% 37,307 34,287 -8.18.1%

Newquay 461,300 456,888 -1.01.0% 37,113 41,172 10.910.%%

Sumburgh 256,418 245,868 -4.14.1% 2 16,628 -25.625.6%

Humberside 190,936 192,526 0.80.8% 18,282 2.62.6%

City of Derry 193,981 185,843 -4.24.2% 5, 6,330  22.822.8%

Kirkwall 177,248 181,562 2.42.4% 14,754 0.10.1%

Scatsta 170,847 174,934 2.42.4% 8,224 8,513 .

Durham Tees Valley 130,911 142,080 8.58.5% 19,668 16, DSI -13.813.8%

Stornoway 134,148 135,700 1.21.2% 10,924 19,570 3.2%

St Mary's 91,852 92,195 0.40.4% 11,357 12,546

Land's End 59,386 64,216 1% 10,062 11,511

Alderne 54,760 53,343 )
(Text FlyC-)

Beginning of ‘buffer

Figure 3.2: Text file of 2017-2018 data

The actual data doesn't start until line 9. Fortunately, the copy and paste that
I've done has preserved the tab characters, but it does require some work. I can
run a command-line operation and apply a regular expression on the data to
convert the tabs to pipes so I have a visual reference for the columns.

I'm using Perl to do the search and replace. Then to inspect the results, I use
the head command, which will display the first 20 lines of the output.

$ cp copypaste airport data.txt copypaste airport data piped.txt

$ perl -i -p -e "s/\t/\|/g;" copypaste airport data piped.txt

$ head -n 20 copypaste airport_data piped.txt

2017 / 2018 data

The following is a list of the 40 largest UK airports by total passenger
traffic in 2018, from UK CAA statistics. [5]

Rank

2018 [nb 1] |Airport|Total Passengers[nb 2] |Aircraft Movements [nb 3]
2017|2018 |Change

2017 / 18|2017|2018|Change

2017 / 18
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1|London-Heathrow|78,012,825|80,124,537|2.72.7%|475,783|477,604|0.40.4
2 |London-Gatwick|45,556,899|46,086,089|1.21.2%|285,912|283,919|-0.70.
3 |Manchester|27,826,054|28,292,797|1.21.2%|203,689|201,247|-1.21.2%

4 |London-Stansted|25,904,450|27,996,116|8.18.1%|189,919|201,614|6.26.2
5|London-Luton|15,990,276|16,769,634|4.94.9%|133,743|136,511|2.12.1%
6|Edinburgh|13,410,343|14,294,305|6.66.6%|128,675[130,016|1.01.0%
7|Birmingham|12,990,303|12,457,051|-4.14.1%|122,067|111,828|-8.48.4%
8|Glasgow|9,897,959|9,656,227|-2.42.4%|102,766|97,157|-5.55.5%
9|Bristol|8,239,250(8,699,529|5.65.6%|76,199|72,927|-4.34.3%
10|Belfast-International|5,836,735|6,268,960|7.47.4%|58,152]|
60,541|4.14.1%
11|Newcastle|5,300,274|5,334,095|/0.60.6%|57,808|53,740|-7.07.0%

12 |Liverpool|4,901,157|5,046,995|3.03.0%|56,643|59,320[4.74.7%

o oe

~

o

Let’s review that Perl script again.
$ perl -i -p -e "s/\t/\|/g9;" copypaste airport data piped.txt

The flags set up things for us. The -i flag sets the output of the script to the
same as the filename that was read. It’s worth working on a backup copy of the
source data. If it all goes wrong, then you can copy the source file again and
give it another go. An input loop is constructed around the script with -p, and
the -e flag is to enter a single line of script, that being the regular expression.

The regular expression is a simple search and replace.

"s/<replace this>/<with this>/g;"

At the end of the expression is g;, which means applying it globally to the
entire string.

Going back to the output, that Perl script seems to have worked! I'm excited
now and a little bit closer to getting the data I need. However, on inspection, I
start to see issues with the data. Looking at the first row, I see things like 2.72.7%
and 0.40.4%, so there’s a data issue. I could hand edit them to the correct values,
but that’s time intensive. Or I could craft another regular expression, but that
could create errors that are then difficult to pick up. The more processes you
add to parse or fix your data, the more chance you have to add errors to the
resulting output. I'm now at the point where I want another approach.

Google Sheets

The spreadsheet program that Google supplies has a function that not many
people talk about. So, I'll let you in on the secret.

Create a new sheet from the main Drive menu. Once you get the blank spread-
sheet, type in the following formula command in the first cell (A1):

=importhtml ("https://en.wikipedia.org/wiki/List of busiest airports_in
the United Kingdom", "table",1)
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The function is in three parts. The first is the URL that you want to load into
the spreadsheet. Second, there’s the entity type you want to extract; in this
example, it’s the table. The last part is the instance of the entity to extract. For
the airports, it’s the first table I want.

You'll see the first cell change to “Loading” while the spreadsheet fetches
the page, and after a few seconds, the data will appear all nice and neat in the
spreadsheet (see Figure 3.3).

Untitled spreadsheet
File Edit View Insert Format Data Tools Add-ons Help All changes saved in Drive
o o~ @ T 00% « § % .0 .00 123+ | Adal - 1 +- B IS A +H SRR L
=importhtml("https://en.wikipedia.org/wiki/List_of_busiest_airports_in_the_United_Kingdom","table",1)
A B c D E F G H
Rank
2018[nb 1] .Alrpur‘l Total Passengers[nb 2] Aircraft Movements[nb 3]
3 Change Change
2017 2018 2017 /18 2017 2018 2017/18
3 1 London-Heathroy 78,012,825 80,124,537 2.70% 475,783 477,604 0.40%
4 2 London-Gatwick 45,556,899 46,086,089 1.20% 285,912 283,919 0.70%
5 3 Manchester 27,826,054 28,292,797 1.20% 203,689 201,247 1.20%
6 4 London-Stanstec 25,904,450 27,996,116 8.10% 189,919 201,614 6.20%
7 5 London-Luton 15,990,276 16,769,634 4.90% 133,743 136,511 2.10%
] 6 Edinburgh 13,410,343 14,294,305 6.60% 128,675 130,016 1.00%
9 7 Birmingham 12,990,303 12,457,051 4.10% 122,087 111,828 8.40%
10 8 Glasgow 9,897,959 9,656,227 2.40% 102,766 97,157 5.50%
11 9 Bristol 8,239,250 8,699,529 5.60% 76,199 72,927 4.30%
12 10 Belfast-Internatic 5,836,735 6,268,960 7.40% 58,152 60,541 4.10%
13 11 Newcastle 6,300,274 6,334,095 0.60% 67,808 63,740 7.00%
14 12 Liverpool 4,901,157 5,048,995 3.00% 56,643 59,320 4.70%
15 13 East Midlands 4,878,781 4,873,831 0.10% 77,067 76,013 1.40%

Figure 3.3: Spreadsheet of the busiest airports in the United Kingdom

To export the data to CSV format, click the File tab at the top of the spread-
sheet, then click Download, and then save it to a comma-separated values file.
This version of the data doesn’t have the issues that the copy-and-paste version
did. One thing to keep in mind is that the data is still text based; looking at the
numbers, you can see they still have commas in their format.

While this method saves you a lot of time, there are still things you need to
keep in mind. You'll have to do another round of cleaning to remove the commas
on some of the number values. The best place to do that is in the spreadsheet
itself and then export the data to CSV.

Using an API

When the whole Web 2.0 thing was being talked about in the early 2000s, the
consensus was that everyone would have an API and we’d all acquire data
from each other to power the Web. Personally, I'm not 100 percent convinced
that happened. It did for some, but not many had the skills to acquire data in a
machine-friendly and automated way.
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An APl is a set of routines supplied by a system or a website that lets you
request and receive data or talk to a system directly. Most of the time you will
have some sort of authority to talk to the service; this might be a token key or
username and password combination, for example. Some APIs are public and
don’t require any sign-up, but those are rarer now because suppliers like to know
who's calling, see what data you're taking, and know how often you're taking it.

Acquiring Weather Data

The website OpenWeather (https://openweathermap.org) has a full suite of APIs
to retrieve weather information. There are various endpoints to get things like
weather for a city or a three-day forecast and historical weather data. When
you call the API service, you can specify the format you want the data to be in,
whether that be J[SON, CSV, or HTML.

Before you start, you will need to sign up at openweathermap.org. Once an
account is created, you will need to take a copy of the API key that has been
generated for you. Once your key is active, it can take a couple of hours; then
you can try the examples.

For this example, I'm going to retrieve data from the API using three methods:
the command line, Java, and then Clojure.

Using the Command Line

The curl command appears in most Linux distributions. There is a lot of power
in this simple command that is worth investigating. For our uses now, it’s quite
simple because the weather API is a GET-based HTTP call. Using the -o flag,
you can output the results to a file.

In the code repository for this book, there is a shell scripts directory and
within the cho3 folder a script that looks like the following:

#!/bin/bash

# Add your API key from openweathermaps.org
API _KEY=<<add your api key here>>

curl -o londonweather.json https://api.openweathermap.org/data/2.5/
weather?g=London\&APPID=${API KEY}

You will need to add your API key from openweathermap.org to the shell script.
When you run this from the command line, you'll see the following output:

$ ./openweather.sh
% Total % Received % Xferd Average Speed Time Time Time Current
Dload Upload Total Spent Left
Speed

100 457 100 457 0 0 3255 0 --:--:-- --:--:-- --:--:-- 3264


https://openweathermap.org
http://openweathermap.org
http://openweathermap.org
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When you open the londonweather.json file, you will see the JSON output.

{"coord":{"lon":-0.13,"lat":51.51}, "weather": [{"id":800, "main":"Clear", "d
escription":"clear sky","icon":"Oln"}],"base":"stations","main":{"temp":
290.84, "pressure":1022, "humidity":68, "temp_min":288.15, "temp _max":294. 15} ,
"visibility":10000, "wind":{"speed":3.6,"deg":90}, "clouds":{"all":0},"dt":
1566593517, "sys": { "type":1,"id":1414, "message":0.009, "country":"GB", "sunr
ise":1566536298,"sunset":1566587317},"timezone":BGOO,"id":2643743,"name":
"London", "cod":200}

Using Java

The process of handling the URL and retrieving the content is all done by classes
from the java.io and java.net packages. To convert the resulting string into a
JSONObject, I'm using the org.json Java library.

When this code is executed, the first thing that happens is that the readurl
method is called with the URL to get data from. This is stored as a string object
that is passed to the stringTogson method to be converted into a JSON object
(see Listing 3.1).

Listing 3.1: Using Java to Acquire Weather Data

import org.json.JSONObject;

import java.io.BufferedReader;

import java.io.IOException;

import java.io.InputStreamReader;
import java.net.MalformedURLException;
import java.net.URL;

import java.net.URLConnection;

public class ReadURL
public String readUrl (String urlstring) ({
StringBuffer sb = new StringBuffer();
try {
URL url = new URL(urlstring) ;
URLConnection urlConnection = url.openConnection() ;
BufferedReader in = new BufferedReader (new
InputStreamReader (urlConnection.getInputStream())) ;
String inputLine;
while ((inputLine = in.readLine()) != null)
sb.append (inputLine) ;
in.close() ;
} catch (MalformedURLException e) {
} catch (IOException e) ({

}

return sb.toString() ;

public JSONObject stringToJSON (String rawjson) {
return new JSONObject (rawjson) ;


http://java.net
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public static void main(String[] args) throws Exception {
String apikey = "Add your key here..... ";
ReadURL r = new ReadURL() ;
String rawstring =r.readUrl ("https://api.openweathermap.org/
data/2.5/weather?g=London&APPID=" + apikey) ;
JSONObject j = r.stringToJSON (rawstring) ;
System.out.println(j.toString()) ;

Using Clojure

The Clojure language takes the power of the JVM but provides a functional
and far more concise method of retrieving data. The slurp function can read
in a file or a URL, and using the additional clojure.data.json library, you have
a simple three-line function to read and convert JSON data from an API call.

(ns ch03.core
(:require [clojure.data.json :as jsonl])
(:gen-class))

(def baseurl "https://api.openweathermap.org/data/2.5/weather?g=London&
APPID=")
(def apikey "Add your key here....")

(defn get-json []
(let [rawstring (slurp (str baseurl apikey))]
(json/read-str rawstring :key-fn keyword)))

It’s worth noting that the :key-fn option is using the keyword function to
convert JSON keys to map key identifiers that are used with Clojure.

ch03.core> (get-json)

{:coord {:lon -0.13, :lat 51.51}, :timezone 3600, :cod 200, :name
"London", :dt 1566597508, :wind {:speed 3.1, :deg 90}, :id 2643743,
:weather [{:id 800, :main "Clear", :description "clear sky", :icon
"01n"}], :clouds {:all 0}, :sys {:type 1, :id 1414, :message 0.0099,
:country "GB", :sunrise 1566536298, :sunset 1566587317}, :base
"stations", :main {:temp 289.73, :pressure 1022, :humidity 77, :temp min
287.04, :temp max 293.15}, :visibility 10000}

ch03.core>

Migrating Data

Acquiring data is one part of the equation; migrating and transforming it will
also be requested at some point. For some jobs, writing a small program or script
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to import/export data would be fine, but as the volumes grow and the demands
from stakeholders get more complex, we need to start looking at alternative tools.

Embulk is an open source bulk loading tool. It provides a number of plugins
to read, write, and transform data. For example, if you wanted to read a directory
of CSV files, transform them to JSON, and write them to AWS S3, that can be
done with Embulk with a single configuration file. If you are using the OpenJDK,
then it uses version 8 without any issues.

Installing Embulk

Embulk works on Linux, Mac, and Windows platforms. To install it on Linux
and macOS, you will need to open a terminal window and execute the follow-
ing four commands:

$curl --create-dirs -o ~/.embulk/bin/embulk -L "https://dl.embulk.org/
embulk-latest.jar"

$chmod +x ~/.embulk/bin/embulk

$echo 'export PATH="SHOME/.embulk/bin:$PATH"' >> ~/.bashrc

$source ~/.bashrc

Once it’s installed, you can run Embulk from the command line as you would
any other application.

Using the Quick Run

Embulk has a feature that will attempt to guess the schema of incoming data.

In the data/cho3/embulkdata directory, you will see a CSV file generated from

http://www.fakenamegenerator.com, Which is a free service that generates test

user data. Also in the same directory is the configuration file simpleconfig.yml.
The configuration file has an input step (in:) and an output step (out:).

in:

type: file

path prefix: '/path/to/repo/./embulkdata/sample '
out:

type: stdout

When you execute Embulk, it will attempt to parse the CSV file and work out
an input schema for you. Using the -o option, it will write the output YAML
to a file.

Sembulk guess ./embulkscripts/sampledata/simpleconfig.yml \
-o config.yml

If you take a look at the output file, you'll see that Embulk has now populated
things like the delimiter type, whether to skip header lines and a representa-
tion of the schema.


http://www.fakenamegenerator.com
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in:
type: file
path prefix: /path/to/repo/./embulkdata/sample
parser:

charset: UTF-8

newline: LF

type: csv

delimiter: ',

quote: '"!

escape: '"!'

trim if not quoted: false

skip header lines: 1

allow_extra_columns: false

allow_optional_columns: false
columns:

- {name: Number, type: long}

- {name: Title, type: string}

- {name: GivenName, type: string}
name: MiddleInitial, type: string}
name: Surname, type: string}
name: City, type: string}
name: ZipCode, type: string}

- {name: Country, type: string}
name: EmailAddress, type: string}
name: Username, type: string}
name: Age, type: long}

name: Occupation, type: string}

- {name: Company, type: string}

- {name: GUID, type: string}

- {name: Latitude, type: double}

- {name: Longitude, type: double}
out: {type: stdout}

Installing Plugins

The core Embulk engine doesn’t know the input and output types of the data
it’s working with; it’s just coordinating the job that’s being executed. Plugins
are where the power of Embulk lies. For a full list of the plugins available, visit
the www.embulk.org website.

Plugin installation is done from the command line. Use the following com-
mands to either install a plugin or list the installed plugins on your machine:

Sembulk gem install <embulk-plugin-name>
Sembulk gem list

Now you know how to install plugins, I will cover two scenarios that com-
monly happen: migrating file-based data to a database and converting data
from one type to another.


http://www.embulk.org
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Migrating Files to Database

You've been asked to migrate some online review stats from a file dump in CSV
format and migrate them to MySQL. While I appreciate it’s easy to migrate a
single file to MySQL database with the mysqlimport command, when there are
many files in a directory, a more managed approach is required.

The schema for the MySQL database is in the same directory as the config-
uration. To install it, assuming you have MySQL installed (it will also be used
in Chapter 12, “Machine Learning Streaming with Kafka”), run the following
command to create the database:

$ mysgladmin -u root -p<yourpassword> create embulktest

Then import the schema.

$ mysgl -u root -p<yourpassword> embulktest < schema.sqgl

The next job is to install the MySQL plugin from the Embulk repository. From
the command line, run the following Embulk command:

$ embulk gem install embulk-output-mysqgl
2019-01-01 01:01:01.000 +0100: Embulk v0.9.17
Gem plugin path is: /home/jason/.embulk/lib/gems
Fetching: embulk-output-mysgl-0.8.2.gem (100%)
Successfully installed embulk-output-mysqgl-0.8.2
1 gem installed

I'm using the simple config principle that I used in the previous example; I'm
going to let Embulk do the work for me. This time, however, I've crafted the
required output element with the information about the MySQL database and
username and password information.

in:
type: file
path prefix: '/path/to/repo/./embulkdata/file to_db/output'’
out:
type: mysqgl
host: localhost
user: root
password: XXXXX
port: 3306
table: scenariol
database: embulktest
mode: insert

When I run the guess function on Embulk, it will generate the config.yml as
shown earlier, keeping the output element intact and updating the input element
with the new information it’s learned from the CSV file.
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in:

type: file

path prefix: /home/jason/./work/embulkscripts/sampledata/scenariol/
output

parser:

charset: UTF-8

newline: CRLF

type: csv

delimiter: ','

quote: '"!'

escape: '"!

trim if not quoted: false

skip _header lines: 1

allow_extra_columns: false

allow_optional_columns: false
columns:

- {name: userid, type: long}

- {name: itemid, type: long}

- {name: rating, type: double}

- {name: timestamp, type: long}
out: {type: mysqgl, host: localhost, user: root, password: admin, port:
3307, table: scenariol,

database: embulktest, mode: insert}

The final step is to run Embulk and apply the configuration. This will take
data in the directory and insert it into the database.

$ embulk run config.yml

There will be a lot of message output while the job runs. Once it has com-
pleted, open up your MySQL database and then do a quick check.

$ mysgl -u root -p<yourpassword> embulktest

mysqgl> select * from scenariol limit 10;

tommmmm-- to-mmmm-- to-mmmm-- Fommmmmm e - +
| 548 | 5 | 3 | 857405447 |
| 292 | 1721 | 4.5 | 1140051202 |
| 73 | 3706 | 4.5 | 1464750953 |
| 378 | 95873 | .5 | 1443294223 |
| 165 | 1393 | 5 | 1111612302 |
| 553 | 59369 | 3 | 1423010662 |
| 104 | 42738 | 3.5 | 1446674082 |
| 283 | 6296 | 3 | 1115170015 |
| 548 | 544 | 3 | 857407872 |
| 353 | 1220 | 3 | 1157420794 |
+-------- +-------- +-------- tomm e +

10 rows in set (0.00 sec)
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Bulk Converting CSV to JSON

One common request is converting data from one type to another. In this final
example, I'll use Embulk to convert a CSV file to JSON. While it seems trivial, it
can be done in code. What I'm doing is thinking forward to when the volumes
of data are too big for single programs to handle.

The first thing to do is install the filter plugin, which will transform the data
to JSON.

$ embulk gem install embulk-filter-to_json
2019-01-01 01:01:01.000 +0100: Embulk v0.9.17

In the csv_to_json example directory, you will see a data.csv file with scor-
ing data. This is what will be converted to JSON. The same directory also has
the configuration file for Embulk.

in:
type: file
path prefix: data.csv
parser:
type: csv
charset: UTF-8
newline: CRLF
null string: 'NULL'
skip_header lines: 1
comment_line marker: '#'
columns:
- {name: time, type: timestamp, format: "%Y-%m-%d"}
{name: id, type: long}
- {name: name, type: string}
{name: score, type: double}
filters:
- type: to_json
column:
name: test
type: string
skip if null: [id]
default timezone: Asia/Tokyo
out:
type: stdout

Remember that the filter is not a CSV-to-JSON conversion; it’s transforming to
JSON anything that’s passed in the process stream. When this example is run,
the CSV data is passed through the input and then into the filter, and the result-
ing JSON output is sent to the console through the standard output channel.

Sembulk run config.yml
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Here’s the sample output from my job execution. Note how any erroneous
lines are skipped from the filter.

2019-08-24 10:42:04.983 +0100 [INFO] (000l:transaction): Loading files
[data.csv]

2019-08-24 10:42:05.180 +0100 [INFO] (0001l:transaction): Using local
thread executor with max threads=8 / output tasks 4 = input tasks 1 * 4
2019-08-24 10:42:05.198 +0100 [INFO] (0001l:transaction): {done: 0o/ 1,
running: 0}

2019-08-24 10:42:05.495 +0100 [WARN] (0014:task-0000): Skipped line
/home/jason/work/embulkscripts/sampledata/scenario3/data.csv:100
(org.embulk.spi.time.TimestampParseException: text is null or empty
string.): ,,,9170
{"Score":1370.0,"name":"quht6YEUBsMPXmOWliOGFROZF27szzOTUkOKeDXEY","t
ime":"2015-07-13 09:00:00.000000000 +O900","id":O}
{"score":3962.0, "name" : "VmjbjAAOtO0SEPvV_VKAGMtD 0aXZjiOabGe7

VXHmUQ", "time":"2015-07-13 09:00:00.000000000 +O900","id":l}
{"score":7323.0,"name":"C4OP5H1WCBX—aWFDJCIBth6QPEI2DOUgupt_

gB8UuUtE", "time":"2015-07-13 09:00:00.000000000 +0900","id":2}
{"score":5905.0,"name":"PrrO_u_Tlts4myUofBorOJFpCYcOTLOmNBMuRmKIPJU","t
ime":"2015-07-13 09:00:00.000000000 +O900","id":3}
{“score“:8378.0,“name“:“AEGIhHVWScVGleG2uvx3TVl3kmh3Do8AvvtLDS7MDw“,“t
ime":"2015-07-13 09:00:00.000000000 +O900","id":4}
{"score":275.0,"name":"euquLrnCHr_anX4dUInLRxxSQ_cyQ4tOoSJBchMA","t
ime":"2015-07-13 09:00:00.000000000 +0900","id":5}
{"score":9303.0, "name" : "BN8cQ4 7EXRb oCGOoN96bhBldoiyoCp50

VGHwgOXCg", "time":"2015-07-13 09:00:00.000000000 +O900","id":6}

Summary

In this chapter, I outlined a few techniques for acquiring data, whether that be
via page scraping, using Google Sheets to import table data, or using scripting
languages to clean up files. If an APl is available, then it makes sense to maxi-
mize the potential gains from it whenever you can.

When the volumes of data start to build, then it’s worth using tools designed
for the job instead of crafting your own. The open source Embulk application
is an excellent example of what has been created in the open source world. You
can leverage it to speed up and streamline your data acquisition and migration
strategies.



Statistics, Linear Regression,
and Randomness

After acquiring and cleaning our data, it’s now time to focus our attention
on some numbers. As a gentle introduction, it’s a good idea to revisit some
statistics and how they can be used. In addition, I'll cover standard deviation,
Bayesian techniques, forms of linear regression, and the power of random
numbers.

The code to accompany this chapter will be in both Java and Clojure and will
show you how to use some libraries as well as how to code these algorithms
yourself.

Working with a Basic Dataset

Before we dive into this chapter, we require some data to work from. I have
prepared a dataset of 474 scores from the judging of a television program
(more on this later). They're all integers and give us a nice introduction into
statistics.

As the chapter progresses, we'll add to this dataset and do some prediction
work.
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Loading and Converting the Dataset

You can download the dataset from the GitHub repository. In the folder /data
/choa there is a file called stats.txt. As we are dealing with the text of num-
bers, there are some tasks that are required before we can start any work. Let’s
look at the file first, shown here:

W U N

@ o vV w -

/data/ch04/stats.txt

While it appears that there are numbers on each line of the text file, they are
still treated as text. If we were to use mathematical notation at this point, our
list of numbers would look like this:

{2, 5, 3, 4,...3, 9, 8, 8}

Our first task is to convert the contents of each line of the text file and convert
them to an integer type that our program can understand.

Loading Data with Clojure

Reading a text file in Clojure can be done in one command using slurp and
taking the file path as an argument. Slurping the file will consume it all, so
there’s some modification to do. This is called transforming.

Currently the file is one long line of numbers and newlines.

2\n5\n3\n4\n...3\n9\n8\n8

The split command in the clojure.string library will split on a given reg-
ular expression. This will produce a collection of strings. The last thing to do is
to map through each string and cast it to a double value. The double parsing is
using a Java function, as Clojure is a JVM language. We can call Java with ease
using Java Interop.

(defn load-file [filepathl]
(map (fn [v] (Double/parseDouble v))
(-> (slurp filepath)
(s/split #"\n"))))
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Loading Data with Java

The process is identical to the Clojure process, though in the Java language it’s a
little more involved in terms of code. Using the Bufferedreader and FileReader
objects, a stream is created to read in the file. After iterating each line, it converts
the value to an integer and adds it to the list.

Notice the use of the Double object to call the parseDouble method. It’s the
same method as used by the Clojure program.

package cho04;

import java.io.*;

import java.util.ArrayList;
import java.util.List;

public class LoadFileExample {

public List<Double> loadFile (String filename) throws Exception {
List<Double> numList = new ArrayList<Double> () ;
File file = new File(filename) ;
BufferedReader br = new BufferedReader (new FileReader (file)) ;
String s;
while ((s = br.readLine()) != null) {

numList.add (Double.parseDouble(s)) ;

}

return numList;

}

public static void main(String[] args) throws Exception {

List<Double> nums = new LoadFileExample ()
.loadFile ("/stats.txt") ;
System.out.println (nums) ;

}

Regardless of the method, the output is basically the same, a list of numbers.

Assuming the resulting functions have been stored in a new object, then it’s
ready for use to get some summary statistics. In the following sections, we’ll
look at calculating some basis statistics with our vector of numbers.

Introducing Basic Statistics

I don’t know why, but the mere mention of the word statistics can bring either a
wide smile or a breakout of panic. There was a time I was in the former camp
but transferred to the smiling camp. Regardless of how you feel about them,
statistics are straightforward enough in code. I also include the mathematical
notation for each of the summary statistic methods.
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Covered in the section are the basic summary statistics: the sum, minimum
and maximum, mean, mode, median, range, variance, and standard deviation.

Once again, I'll cover both Java and Clojure variations. With Clojure we have
the bonus of having something called a REPL, which stands for “read, evaluate,
print, loop,” meaning you can type the commands out and get the results of
code easily. Java sadly does not have this luxury in version 1.8, but there are
services on the Internet that do provide REPL-like interfaces for Java if you
want to experiment.

I will assume from this point on that you have the collection of scores in a
value called numList.

Minimum and Maximum Values

Finding the minimum and maximum values of a list of numbers, while not
seemingly groundbreaking in terms of stats or machine learning; is still worth-
while to know.

Mathematical Notation

It’s perfectly fine to use the words min and max, but it’s also acceptable to use
an upper and lower arrow.

A for the minimum value.

v for the maximum value.

Clojure

With Clojure we apply a function to the collection. This takes a function (in this
instance either min or max) and uses the contents of the collection as an argument.
If I were to pass directly to min or max, I would get the whole collection returned
as it is classed as one argument.

(defn find-min-value [v]
(apply min v))

(defn find-max-value [v]
(apply max v))

;; Run on the REPL

ch04.core> (find-min-value numlist)
2.0

ch04 .core> (find-max-value numlist)
10.0
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Java

The collections object will give you access to the methods min and max assuming
that the input type is a collection. The List<Integer> type covered in the file
loading example earlier in the chapter will work here.

Collections.min (numList) ;
Collections.max (numList) ;

Sum

The sum, or rather summation, is the addition of a sequence of numbers. The
result is a single value of the total. The order of the numbers is not important in
summation. For example, the summation of [1, 2, 3, 4] is the same as [3, 1, 4, 2].

Mathematical Notation

The mathematical notation for summation is the Greek letter sigma, which looks
like a big E: Y. The more we look at the algorithms used in machine learning, the
more you'll see the adding up of a sequence or collection of numbers happens a lot.

Clojure

We're using the apply function against the collection again; the only change is
the function that’s being applied. The + is classed as a function.

(defn find-sum [v]
(apply + v))

;; Run on the REPL
ch04.core> (find-sum numlist)
3113.0

Java

With Java, things require a little more thought, as we are dealing with a collection
of objects. At this point, I could write a method to get the sum for me, iterating
each value in the collection and adding to the accumulative total.

public int getSum(List<Integer> numList)
int total = 0;
for (Integer i : numList) {
total += i.intValue() ;

}

return total;
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An alternative would be to use the arrays class and use the stream() method.
Be aware that this method uses only primitive arrays as it’s input, so you need
to convert the List first.

int [] pNumList = list.stream()
.mapToInt (Integer::intValue)
.toArray () ;

int total = Arrays.stream(pNumList) .sum() ;

Mean

The mean, or the average, is one of the first statistical methods you'll learn at
school. When we say “the mean” or “the average,” we are normally referencing
the arithmetic mean. The mean gives us a good idea of where the middle is in
a set of data.

However, there is a caveat to that: a nice smooth average is working with the
assumption that the dataset is evenly distributed. If there are outliers within
the dataset, then the average can be heavily distorted and incorrect. When there
are outliers in the data, then it’s wiser to use the median as a gauge.

Arithmetic Mean

To calculate the arithmetic mean, take the set of numbers and sum them. The
last step is to divide that summed number by the number of items in the dataset.

1+2+3=6
6/3=2

Harmonic Mean

The harmonic mean is calculated differently. There are three steps to complete
the calculation.

1. For each value, calculate the reciprocal value.
2. Find the average of the reciprocal values.

3. Calculate the reciprocal of the average.

1/1=1,1/2=0.5,1/3 =0.3333
1+0.5+0.3333 = 1.8333
3/1.8333 = 1.6366
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Geometric Mean

If the values in your dataset are widely different, then it’s worth using the
geometric mean to find the average. The calculation is made by multiplying
the set of numbers and finding the nth root of the total. For example, if your set
had two numbers in it, you'd square root the total; if it had three numbers, you
would cube root; and so on.

The following are two examples, one with a set of three numbers and another
with a set of six numbers.

1x2x3=6

3\6 = 1.81712

The second example.

1x2x3x4x5x6=720

6\720 = 2.9937

The Relationship Between the Three Averages

There is a theory of mathematics called the inequality of arithmetic and geometric
means, also known as the AM-GM inequality.

Within a list of numbers with no negative values, the arithmetic mean should
be greater or equal to the geometric mean. The means of each type should be
equal only when the values of the list are the same.

As a guide, the arithmetic mean should be equal or greater than the geometric
mean, and the geometric mean should be equal or greater than the harmonic
mean.

AM > GM > HM
In the examples for each of the means, we have the following outputs:
2>1.81712 > 1.6366

Now let’s turn our attention to code and how to perform each of the mean
types.

Clojure

For some of the Clojure code samples, I am using the kixi.stats library:

https://github.com/MastodonC/kixi.stats
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You can easily run the examples from the REPL. Using the original dataset
that was loaded in, you will get the following output:

(defn basic-arithmetic-mean [v]
(/ (find-sum v) (count v)))

;; From the REPL
ch04 .core> (basic-arithmetic-mean numlist)
6.567510548523207

(defn harmonic-mean [v]
(transduce identity ks/harmonic-mean v))

;; From the REPL
ch04.core> (harmonic-mean numlist)
5.669668073229876

(defn geometric-mean [v]
(transduce identity ks/geometric-mean v))

;; From the REPL
ch04 .core> (geometric-mean (take 100 numlist))
5.917692496564965

The last example is slightly different from the others; I've used the take
command to use the first 100 values from the dataset. The reason for this is that
when all the values in the dataset are multiplied, the answer is infinity, meaning
that the number has passed the maximum value of the data type. Using a subset
of the full dataset reduces the chance of error.

Java

The Apache Commons Math library provides a useful set of summary statistics
classes. Using the statutils.mean method will take a double primitive array
and return the mean.

public double getMean (List<Double> nums) {
double[] pNumList = nums.stream() .mapToDouble (Double: :doubleValue)
.toArray () ;
return StatUtils.mean (pNumList) ;

public double getHarmonicMean (List<Double> nums) {
double[] pNumList = nums.stream() .mapToDouble (Double::doubleValue)
.toArray () ;
double reciprocolTotal = 0.0;
for(int i = 0 ; i < pNumList.length - 1 ; i++) {
reciprocolTotal += 1/pNumList[i];
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double harmonicMean = pNumList.length/reciprocolTotal;
return harmonicMean;

public double getGeometricMean (List<Double> nums) {
double[] pNumList = nums.stream() .mapToDouble (Double: :doubleValue)
.toArray () ;
return StatUtils.geometricMean (pNumList) ;

Mode

To find the most commonly used number in the dataset, we use the mode.

Clojure

The frequencies command will tell you how many times a value has occurred
in the dataset. This gives a map of value and frequency counts.

ch04.core> (frequencies numlist)
{2.0 15, 4.0 39, 8.0 91, 9.0 76, 5.0 43, 10.0 16, 3.0 36, 6.0 74, 7.0 84}

The next step is to use the group-by function to return another map, with the
frequency value first and then a vector of the value/frequencies.

ch04.core> (group-by second (frequencies numlist))
{74 [l6.0 7411, 39 [[4.0 39]1, 15 [[2.0 15]], 91 [[8.0 9111, 36 [[3.0 3611,
43 [[5.0 4311, 76 [[9.0 76]]1, 16 [[10.0 16]]1, 84 [[7.0 84]]}

Sorting that map gives you the frequencies in order. It’s the last value we're
interested in.

ch04.core> (last (sort (group-by second (frequencies numlist))))
[91 [[8.0 91]]]

We know value 8 has 91 occurrences; it’s only the value 8 that we're want-
ing to return as the mode. Using the map function to find the first value of the
second part of the vector (which is another vector, [8.0 91]), we get the result of
the first element. That’s the mode.

chO04.core> (map first (second (last (sort (group-by second (frequencies
numlist))))))
(8.0)
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That can be wrapped up in a function; you can see this in the full code listing.

(defn find-mode [v]
(map first (second
(last
(sort
(group-by second
(frequencies v)))))))

Java

Use the statUtils.mode method in Apache Commons Math to get the mode of
a double primitive array. Notice it returns a double primitive array.

public double[] getMode (List<Double> nums) {

double[] pNumList = nums.stream() .mapToDouble (Double::doubleValue)
.toArray () ;

return StatUtils.mode (pNumList) ;

}

Median

To find the middle number of the dataset, you use the median. Finding the
median number involves listing the dataset in ascending order and finding
the middle number.

If the total number of values in the dataset is odd, then the middle number is
going to be a value from the dataset. On the other hand, if the dataset has an even
set of values, then the average of the middle two numbers of the dataset is used.

Clojure
The kixi.stats library takes in a collection and will return the median.

(defn find-median [v]
(transduce identity ks/median v))

Java

Using the DescriptionStatistics class, the getPercentile method will give
the median from a collection. You will have to iterate the collection and add the
double value to the instance of the class with the addvalue method.

public double getMeadian(List<Double> nums) {
double[] pNumList = nums.stream() .mapToDouble (Double::doubleValue) .
toArray () ;
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DescriptiveStatistics ds = new DescriptiveStatistics();
for(int i = 0; i < pNumList.length -1 ; i++ ) {
ds.addvalue (pNumList [i]) ;

}

return ds.getPercentile (50) ;

Range

The range of the dataset is calculated by taking the minimum value of the set
from the maximum value. So, for example, the dataset looks like this:

[2,2,3,4,5,7,7]

Then the range is 7 -2 = 5.

Clojure

You've seen the functions to find the minimum and the maximum values of the
collection. Taking one away from the other will give you the range.

(defn find-range [numlist]
(- (find-max-value numlist) (find-min-value numlist)))

Java

The same goes for the Java implementation. The methods for minimum and
the maximum have already been established; it’s just a case of reusing them.

public double getRange (List<Double> nums) {
return (getMaxValue (nums) - getMinValue (nums)) ;

}

Interquartile Ranges

As already discussed, if a dataset has outliers, the arithmetic mean will not be
the centered average you are looking for. It’s best using either the harmonic or
geometric mean. The range gives a complete spread of the data, start to end.
The interquartile range gives you the bulk of the values, also known as “the
middle 50.”

Subtracting the third quartile of the dataset from the first quartile will give
you the interquartile range.
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Clojure
The kixi.stats library has a function for the interquartile range.

(defn interquartile-range [V]
(transduce identity ks/iqgr v))

Java

In the same way as finding the median, using the Descriptivestatistics class
will give you the interquartile range by subtracting the last quarter from the
first quarter of the dataset.

public double getIQR(List<Double> nums) {
double[] pNumList = nums.stream() .mapToDouble (Double: :doublevValue)
.toArray () ;
DescriptiveStatistics ds = new DescriptiveStatistics() ;
for(int i = 0; i < pNumList.length -1 ; i++ ) {
ds.addValue (pNumList [i]) ;

}

return ds.getPercentile(75) - ds.getPercentile(25);

Variance

The variance will give you the spread of the dataset. If you have a variance of
zero, then all the values of the dataset are the same. There is a process to working
out the variance of a dataset.

1. Work out the mean of the dataset.
2. For each number in the dataset, subtract the mean and then square the result.

3. Calculate the average of the squared differences.

Clojure
The variance can be found in the dataset with the kixi.stats library.

(defn find-variance [numlist]
(transduce identity ks/variance numlist))

Java

The summaryStatistics class has a getvariance method. As with other exam-
ples, you will have to add values into the instance of the class with the addvalue
method.
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public double getVariance (List<Double> nums) {
double[] pNumList = nums.stream() .mapToDouble (Double: :doubleValue)
.toArray () ;
SummaryStatistics ss = new SummaryStatistics();
for(int i = 0; i < pNumList.length -1 ; i++ ) {
ss.addvalue (pNumList [i]) ;

}

return ss.getVariance();

Standard Deviation

The standard deviation (sometimes called SD) is a number that tells us how the
values for a dataset are spread out from the mean. If the standard deviation is
low, then that means that most of the numbers in the dataset are close to the
average. A large standard deviation will show that the numbers in the set are
more spread out from the average.

The majority of the working out for the standard deviation is done by calcu-
lating the variance. The missing step is to square root the variance of the dataset.

The values that lie in the distribution can be calculated once you have the
standard deviation. Called the empirical rule (or the 68-95-99.7 rule), it will tell
you that 68 percent of the values will lie within two standard deviations to the
mean, 95 percent within three and 99.7 percent within four.

Clojure
Standard deviation can be calculated with kixi.stats.

(defn find-standard-deviation [v]
(transduce identity ks/standard-deviation v))

Java

The summarystatistics class supports standard deviation.

public double getStandardDeviation (List<Double> nums) {
double[] pNumList = nums.stream() .mapToDouble (Double: :doubleValue)
.toArray () ;
SummaryStatistics ss = new SummaryStatistics();
for(int i = 0; i < pNumList.length -1 ; i++ ) {
ss.addValue (pNumList [i]) ;

}

return ss.getStandardDeviation() ;
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Using Simple Linear Regression

While linear regression is not a machine learning algorithm, it is classed as a
statistical method. Regardless, being able to predict a value from historical data
is a worthwhile skill to have at your disposal. Simple linear regression plots
an independent variable (the predictor) against a dependent variable (criterion
variable).

A good example uses the two commonly used temperature scales, Fahrenheit
and Celsius, because there’s a relationship between the two. It’s illustrated with
the following regression equation:

Fahrenheit = 1.8x + 32

Say we have a temperature reading of 28 Celsius. To find the Fahrenheit
reading, we multiply 28 by 1.8 and add 32. The answer is 82.4f.

You can generate your own linear regression calculations easily either by
using a spreadsheet or by using a library. In this example, we're going to use
the comma-separated value file called ch4aslr.csv and generate a simple linear
regression by using an application and writing some code.

The data is comprised of two sets of scores from a competition. With the
scores of the first judge, is it possible to reliably predict the scores of the second
judge? We can find out by using simple linear regression.

Using Your Spreadsheet

No one that I'm aware of sits down and writes things out on paper that often.
This is even more true when you have a lot of data, as we do with our score
data. To impress your friends at dinner parties and other social gatherings,
you can show them that you can do simple linear regression on a spreadsheet.

Using Excel

Within the graph functions of Excel, there are tools to enable linear regression.
For this example, I'm using Microsoft Excel Office 365 edition. The same func-
tionality exists in Libre Office and Open Office, and you can also work out
simple linear regression in Google Sheets.

Loading the CSV Data

Start Excel, and the opening home screen will give you the option to create a
new file or open an existing one. Click the Open button on the left.

Find the file ch4slr.csv and open it into Excel. This is just a two-column file
representing two judges’ scores from a competition (see Figure 4.1).



Chapter 4 = Statistics, Linear Regression, and Randomness

71

Fle  Home Insert Pagelayout Formuas  Data  Review View Help 0 Search & Share I Comments
[ i ¥ ?  di-EH- M- ; F 5 | = = @
, tOt FE Get Add-ins D] R © [ l Vil T = @ @ T:[ | (s‘
ded Tabe | ISUS0O0S | gy, - [ Pecommended pr PiviChrt Uine Cobmn Wiy | Slker Timeine | Uk | Comment | Tot | Smbos
Ada Char T Spartiines it unks | Comments o

a1 - £ | score1 v

A 8 c o 3 3 & H ) K L M N ° P Q R s T Uz
1 [score1_Jscore2
2 3 9
3 s s
4 8 8
5 B B
6 5 5
7 5 5
s 8 8
9 9 10
10 7 7
1n 8 8
12 B B
13 8 8
N 10 10
15 9 10
15 10 10
17 9 9
18 8 8
19 8 B
20 10 10
21 5 10
2 9 9

Figure 4.1: Excel file showing two judges’scores

Creating a Scatter Plot

The next step is to create a simple scatter plot graph. Select all the numbers in

both columns and click Insert at the top. The top section of Excel will display

a new set of icons; look for the Graph section, and you will see a scatter plot

diagram. Clicking this will open a dialog box with scatter plot options.
Choose the Scatter option, which is the basic plot (see Figure 4.2).

Autoswve @00 [F] 9 - « wsongel @ & @
fle  Home Insert  Pagelayout  Formulas  Data  Review View Help  ChartDesign Format O Search & Share T Comments
E G i B Al B
d:h# HE CD il e - s i il
AddChart Quick | Change it — | SwitchRow/ Select | Change | Move
Element ~ Layout~ | Colors~ Column  Data | ChartType | Chart
Chart Layouts Chart styies Data pe | Location ~
Chartl £ v
A 8 < ) 3 F G H ) K L M N 0 P a R s T Ul
1 |score1 |score2
2 3 3
; o o Score 2 +
4 3 3 2
5 9 9 s
6 9 9 ?
7 5 5 o . . . .
8 8 8 . . . . .
5 ] 10 .
o ; 7 . . . . . .
n 3 3 . . - . . .
12 9 9 . - . - . . .
13 8 8
14 10 10 + . * .
15 9 10 B . . .
16 10 10
7 9 9
2
18 8 8
19 3 E
20 10 10 R
21 9 10 o 2 4 6 s 10 n
2 9 9
» an P [Crorthver | -
chdslr ® « »

Figure 4.2: Scatter plot of the two judges’ scores
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The values of the CSV file will be displayed within the plot. There’s little
meaning in terms of regression, so let’s add that in.

Showing the Trendline

First, I'd like to see a trendline to show where the data lies relative to the
slope. Click the displayed scatter plot, and the options in the top menu will
change. Click Add Chart Element, and a drop-down menu will appear. Select
Trendline; then move your mouse across to the new menu and select Linear
(see Figure 4.3).
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Figure 4.3: Trendline added to the scatter plot

Showing the Equation and R2 Value

Next up is the R2 value. As before, click Add Chart Element and select “Trendline.
This time use the bottom option, More Trendline Options. This will bring a
panel on the right side of the spreadsheet.

Scrolling down to the bottom of the panel, you will see three checkbox items.
Click “Display Equation on chart” and “Display R-squared value on chart.” The
R2 value and the equation will appear on your chart (see Figure 4.4).
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Figure 4.4: R2 value and equation

Making a Prediction

At this point you can use a calculator to make a prediction. Looking at the
graph, I can see this equation:

y = 0.6735x + 3.0788

Assuming I want to predict what the judge’s score will be if I rate a 6 in the
competition, I can find out with the following equation:

Judge’s score = (my score * 0.6735) + 3.0788
Or:
Judge’s score = (6 * 0.6735) + 3.0788 = 7.1198

Rounding down, I get the score of 7.

Writing a Program

There comes a time when you will want to progress past a spreadsheet. This
might be because there’s so much data to process, for example.

When using Java, the Apache Commons Math library has an implementa-
tion of simple linear regression. The process is straightforward. The first step
is to load the text file and add each comma pair into a collection (an ArrayList
in this case). Using the addpata method, the double values for both scores are
passed in; the string to primitive double data type conversion happens during
this step. The code for this is shown in Listing 4.1.
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Listing 4.1: Using AddData for Simple Linear Regression

package mlbook.chapter4.slr;

import org.apache.commons.math3.stat.regression.SimpleRegression;
import java.io.*;

import java.util.ArraylList;

import java.util.List;

import java.util.Random;

import java.util.UUID;

public class LinearRegressionBuilder
private static String path = "/path/to/ch4slr.csv";

public LinearRegressionBuilder() ({
List<String> lines = loadData (path) ;
SimpleRegression sr = getLinearRegressionModel (lines) ;
System.out.println(runPredictions(sr, 40));

}

private SimpleRegression getLinearRegressionModel (List<String>
lines) {

SimpleRegression sr = new SimpleRegression() ;

for(String s : lines) {
String[] ssplit = s.split(",");
double x = Double.parseDouble (ssplit[0]) ;
double y = Double.parseDouble (ssplit[1]);
sr.addData (x,y) ;

}

return sr;

private String runPredictions (SimpleRegression sr, int runs) ({
StringBuilder sb = new StringBuilder() ;
// Display the intercept of the regression
sb.append ("Intercept: " + sr.getIntercept());
sb.append ("\n") ;
// Display the slope of the regression.
sb.append ("Slope: " + sr.getSlope()) ;
sb.append ("\n") ;

sb.append ("\n") ;
sb.append ("") ;
Random r = new Random() ;
for (int i = 0 ; 1 < runs ; i++) {
int rn = r.nextInt (10);
sb.append ("Input score: " + rn + " prediction: " +
Math.round (sr.predict (rn))) ;
sb.append ("\n") ;

}

return sb.toString() ;
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private List<String> loadData (String filename)
List<String> lines = new ArrayList<String> () ;

try

{

FileReader f = new FileReader (filename) ;

BufferedReader br;

br = new BufferedReader (f) ;

String line = "";

while ((line = br.readLine()) != null) {
lines.add(line) ;

}

} catch (FileNotFoundException e) {

System.out.println("File not found.");

} catch (IOException e) ({

System.out.println("Error reading file");

return lines;

public static void main(Stringl[] args) ({

LinearRegressionBuilder dlr = new LinearRegressionBuilder() ;

Running the program in Listing 4.1 will give different responses as the input
scores are based on a random number. It will look something like this:

Intercept: 3.031026812343159
Slope: 0.6769332768870359
Running random predictions......

Input score: 4 prediction: 6
Input score: 5 prediction: 6
Input score: 2 prediction: 4
Input score: 5 prediction: 6
Input score: 3 prediction: 5
Input score: 8 prediction: 8
Input score: 4 prediction: 6
Input score: 9 prediction: 9
Input score: 8 prediction: 8
Input score: 3 prediction: 5

Embracing Randomness

It’s not always essential for you to have data at hand to do any work. Random
numbers can bring up some interesting experiments and code. In this section,
we’re going to look at two aspects of using random numbers. First we’ll look
at finding Pi using some basic math and Monte Carlo methods; second we’ll
look at random walks.
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Finding Pi with Random Numbers

The Monte Carlo method is the concept of emulating a random process. When
the process is repeated many times, it will give rise to the approximation of
some mathematical quantity of interest. So, in theory with enough random darts
thrown at a circle, you should be able to find the number of Pi.

Figure 4.5 shows our square.

Figure 4.5: Initial drawing of a square

Now draw a circle within the square (see Figure 4.6).

Figure 4.6: Circle within a square

Placing enough random data in the square will give you darts that are in the
square, and some of them will be within the circle (see Figure 4.7). These are
the darts that we're really interested in.

Figure 4.7: Random darts within the circle and the square
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These are random throws. You might throw 10 times; you might throw 1 mil-
lion times. At the end of the dart throws, you count the number of darts within
the circle, divide that by the number of throws (10 million, 1 million, and so
on), and then multiply it by 4.

T = 4 x (darts within the circle / total points)

The more throws we do, the better chance we get of finding a number near Pi.
This is the law of large numbers at work. Its a classic computer science problem,
and I'm going to solve it by writing a program in Clojure to do the simulation for us.

Using Monte Carlo Pi in Clojure

I'm going to create a function that simulates a single dart throw. I want to break
down my Clojure code into as many simple functions as possible. This makes
testing and bug finding far easier.

(defn throw-dart []
{:x (calc-position 0)
:y (calc-position 0)})

What I'm creating is a map with an x,y coordinate with a 0,0 center point and
then passing the coordinate for x and y through another function to calculate
the position (calc-position).

(def side-of-square 2)
(defn calc-position [v]
(* (/ (+ v side-of-square) 2) (+ (- 1) (* 2 (Math/random)))))

The calc-position function takes the value of either x and y and applies
the calculation. This is somewhere -side-of-square/2 and +side-of-square/2 around
the center point.

Running this function in a REPL, we can see the x or y position.

mathematical .programming.examples.montecarlo> (calc-position 0)
0.4298901518005238

Is the Dart Within the Circle?

Now I have an x,y position as a map, {:x some random throw value :y some
random throw value}, and I want to confirm that the throw is within the circle.

Using the side-of-square value again (hence it’s a def), I can figure out if
the dart hits within the circle. I'll pass the map with x,y coords in and take the
square root of the added squared coordinates.
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(defn is-within-circle [m]
(let [distance-from-center (Math/sgrt (+ (Math/pow (:x m) 2)
(Math/pow (:y m) 2)))]
(< distance-from-center (/ side-of-square 2))))

This function will return true or false. If I check this in the REPL, it looks
like this:

mathematical.programming.examples.montecarlo> (throw-dart)

{:X 0.22535085231582297, :y 0.04203583357796781}
mathematical.programming.examples.montecarlo> (is-within-circle *1)
true

Now Throw Lots of Darts!

So far, there are functions to simulate a dart throw and confirm it’s within the
circle. Now I need to repeat this process as many times as required.

I'm creating two functions: compute-pi-throwing-dart to run a desired
number of throws and throw-range to do the actual working to find the number
of true hits in the circle.

(defn throw-range [throws]
(filter (fn [t] (is-within-circle (throw-dart))) (range 0 throws)))

(defn compute-pi-throwing-dart [throws]
(double (* 4 (/ (count (throw-range throws)) throws))))

The throw-range function executes the throw-dart function, and is-within-
circle evaluates the map to see whether the value is either true or false. The
filter functions will return a list of true values. So, for example, if out of 10
throws the first, third, and fifth are within the circle, I'll get (1,3,5) as the result
from the function.

Calling the function compute-pi-throwing-dart sets all this into motion. As
I said at the beginning, taking the number of darts in the circle and dividing
that by the number of throws taken and multiplying that by 4 should give a
number close to Pi.

The more throws you do, the closer it should get.

Via the REPL, there is proof of an emergent behavior. The value of Pi comes
from the large number of throws we did at the dart board.

The last thing I'll do is build a function to run the simulation.

(defn run-simulation [iter]
(map (fn [i]
(let [throws (long (Math/pow 10 i))]
(compute-pi-throwing-dart throws))) (range 0 iter)))
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If I run four simulations, I'll get 1, 10, 100, and 1,000 throws computed. These
are then returned as a list. If I run nine simulations (which can take some time
depending on the machine you're using) in the REPL, I get the following:

mathematical.programming.examples.montecarlo> (run-simulation 9)
(0.0 3.6 3.28 3.128 3.1176 3.1428 3.142932 3.1425368 3.14173752)

That’s a nice approximation. Pi is 3.14159265, so getting the Monte Carlo method
to compute Pi by random evaluations is good. Here is the final code listing:

(ns ch04.montecarlo)
(def side-of-square 2)

(defn calc-position [v]
(* (/ (+ v side-of-square) 2) (+ (- 1) (* 2 (Math/random)))))

(defn throw-dart []
{:x (calc-position 0)
:y (calc-position 0)})

(defn is-within-circle [m]
(let [distance-from-center (Math/sgrt (+ (Math/pow (:x m) 2)
(Math/pow (:y m) 2)))]
(< distance-from-center (/ side-of-square 2))))

(defn throw-range [throws]
(filter (fn [t] (is-within-circle (throw-dart))) (range 0 throws)))

(defn compute-pi-throwing-dart [throws]
(double (* 4 (/ (count (throw-range throws)) throws))))

(defn run-simulation [iter]
(map (fn [i]
(let [throws (long (Math/pow 10 1i))]
(compute-pi-throwing-dart throws))) (range 0 iter)))

mathematical.programming.examples.montecarlo> (run-simulation 3)
(4.0 3.6 3.28)

mathematical.programming.examples.montecarlo> (run-simulation 9)
(0.0 4.0 3.28 3.056 3.1392 3.146 3.139848 3.1414404 3.14128264)
mathematical.programming.examples.montecarlo>
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Summary

Mathematics underpins everything that is done within machine learning. This
chapter acts as a reminder to some of the basic summary statistics, building on
this knowledge to produce techniques like linear regression, standard deviation,
and Monte Carlo methods.

Adding simple programming functions with Java and Clojure, you now have
a suite of tools at your disposal whenever you need them. Don't forget there are
times when a spreadsheet wins.



Working with Decision Trees

Do not be deceived by the decision tree; at first glance it might look like a simple
concept, but within the simplicity lies its power. This chapter shows you how
decision trees work. The examples use Weka to create a working decision tree
that will also create the Java code for you.

The Basics of Decision Trees

The aim of any decision tree is to create a workable model that will predict
the value of a target variable based on the set of input variables. This section
explains where decision trees are used along with some of the advantages and
limitations of decision trees. In this section, you also find out how a decision
tree is calculated manually so you can see the math involved.

Uses for Decision Trees

Think about how you select different options within an automated telephone call.
The options are essentially decisions that are being made for you to get to the desired
department. These decision trees are used effectively in many industry areas.

Financial institutions use decision trees. One of the fundamental use cases is
in option pricing, where a binary-like decision tree is used to predict the price
of an option in either a bull or bear market.

81
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Marketers use decision trees to establish customers by type and predict
whether a customer will buy a specific type of product.

In the medical field, decision tree models have been designed to diagnose
blood infections or even predict heart attack outcomes in chest pain patients.
Variables in the decision tree include diagnosis, treatment, and patient data.

The gaming industry now uses multiple decision trees in movement recog-
nition and facial recognition. The Microsoft Kinect platform uses this method
to track body movement. The Kinect team used one million images and trained
three trees. Within one day and using a 1,000-core cluster, the decision trees
were classifying specific body parts across the screen.

Advantages of Decision Trees

There are some good reasons to use decision trees. For one thing, they are easy
to read. After a model is generated, it’s easy to report to others regarding how the
tree works. Also, with decision trees you can handle numerical or categorized
information. Later, this chapter demonstrates how to manually work through an
algorithm with category values; the example walk-through uses numerical data.

In terms of data preparation, there’s little to do. As long as the data is formal-
ized in something like comma-separated variables, then you can create a working
model. This also makes it easy to validate the model using various tests. With
decision trees you use white-box testing—meaning the internal workings can
be observed but not changed; you can view the steps that are being used when
the tree is being modeled.

Decision trees perform well with reasonable amounts of computing power.
If you have a large set of data, then decision tree learning will handle it well.

Limitations of Decision Trees

With every set of advantages there’s usually a set of disadvantages sitting in
the background. One of the main issues of decision trees is that they can create
overly complex models, depending on the data presented in the training set.
To avoid the machine learning algorithm’s over-fitting the data, it’s sometimes
worth reviewing the training data and pruning the values to categories, which
will produce a more refined and better-tuned model.

Some of the decision tree concepts can be hard to learn because the model
cannot express them easily. This shortcoming sometimes results in a larger-than-
normal model. You might be required to change the model or look at different
methods of machine learning.

Different Algorithm Types

Over the years, there have been various algorithms developed for decision tree
analysis. Some of the more common ones are listed here.
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ID3

The ID3 (Iterative Dichotomiser 3) algorithm was invented by Ross Quinlan to
create trees from datasets. By calculating the entropy for every attribute in the
dataset, this could be split into subsets based on the minimum entropy value.
After the set had a decision tree node created, all that was required was to
recursively go through the remaining attributes in the set.

ID3 uses the method of information gain—the measure of difference in entropy
before and after an attribute is split—to decide on the root node (the node with
the highest information gain).

ID3 suffered from over-fitting on training data, and the algorithm was better
suited to smaller trees than large ones. The ID3 algorithm is used less these
days in favor of the C4.5 algorithm, which is outlined next.

C4.5

Quinlan came back for an encore with the C4.5 algorithm. It’s also based on the
information gain method, but it enables the trees to be used for classification.
This is a widely used algorithm in that many users run in Weka with the open
source Java version of C4.5, the J48 algorithm.

There are notable improvements in C4.5 over the original ID3 algorithm. With the
ability to work on continuous attributes, the C4.5 method will calculate a threshold
point for the split to occur. For example, with a list of values like the following:

85,80,83,70,68,65,64,72,69,75,75,72,81,71

C4.5 will work out a split point for the attribute (a) and give a simple decision
criterion of:

a <= 80 or a > 80

C4.5 has the ability to work despite missing attribute values. The missing
values are marked with a question mark (?). The gain and entropy calculations
are simply skipped when there is no data available.

Trees created with C4.5 are pruned after creation; the algorithm will revisit
the nodes and decide if a node is contributing to the result in the tree. If it isn't,
then it’s replaced with a leaf node.

CHAID

The CHAID (Chi-squared Automatic Interaction Detection) technique was devel-
oped by Gordon V. Kass in 1980. The main use of it was within marketing, but
it was also used within medical and psychiatric research.
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MARS

For numerical data, it might be worth investigating the MARS (multivariate
adaptive regression splines) algorithm. You might see this as an open source
alternative called “Earth,” as MARS is trademarked by Salford Systems.

How Decision Trees Work

Every tree is comprised of nodes. Each node is associated with one of the input
variables. The edges coming from that node are the total possible values of
that node. A leaf represents the value based on the values given from the input
variable in the path running from the root node to the leaf. Because a picture
paints a thousand words, see Figure 5.1 for an example.

Good Credit?

Figure 5.1: A decision tree

Decision trees always start with a root node and end on a leaf. Notice that
the trees don't converge at any point; they split their way out as the nodes are
processed.

Figure 5.1 shows a decision tree that classifies a loan decision. The root node
is “Age” and has two branches that come from it, whether the customer is
younger or older than 55.

The age of the client determines what happens next. If the person is younger
than 55, then the tree prompts you to find out if he or she is a student. If the
client is older than 55, then you are prompted to check his or her credit rating.

With this type of machine learning, you are using supervised learning to
deduce the optimal method to make a prediction; what I mean by “supervised
learning” is that you give the classifier data with the outcomes. The real question
is, “What’s the best node to start with as the root node?” The next section exam-
ines how that calculation is done.
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Building a Decision Tree

Decision trees are built around the basic concept of this algorithm.

m Check the model for the base cases.

m [terate through all the attributes (attx).

m Get the normalized information gain from splitting on attr.

m [etbest_attr be the attribute with the highest information gain.
m Create a decision node that splits on the best_attr attribute.

m Work on the sublists that are obtained by splitting on best_attr and add
those nodes as child nodes.

That’s the basic outline of what happens when you build a decision tree.
Depending on the algorithm type, like the ones previously mentioned, there
might be subtle differences in the way things are done.

Manually Walking Through an Example

If you are interested in the basic mechanics of how the algorithm works and
want to follow along, this section walks through the basics of calculating entropy
and information gain. If you want to get to the hands-on part of the chapter,
then you can skip this section.

The method of using information gain based on pre- and post-attribute entropy
is the key method used within the ID3 and C4.5 algorithms. As these are the
commonly used algorithms, this section concentrates on that basic method of
finding out how the decision tree is built.

With machine learning-based decision trees, you can get the algorithm to
do all the work for you. It will figure out which is the best node to use as the
root node. This requires finding out the purity of each node. Consider Table 5.1,
which includes only true/false values, of some user purchases through an
e-commerce store.

Table 5.1: Users’ Purchase History

HAS CREDIT READ PREVIOUS DID
ACCOUNT? REVIEWS? CUSTOMER? PURCHASE?
User A N Y Y Y
UserB Y Y Y Y
User C N N Y N
UserD Y N N Y
User E Y Y Y Y
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There are four nodes in the table:

m Does the customer have an account?
m Did the customer read previous product reviews?
m Js the customer a returning customer?

m Did the customer purchase the product?

At the start of calculating the decision tree there is no awareness of the node
that will give the best result. You're looking for the node that can best predict
the outcome. This requires some calculation. Enter entropy.

Calculating Entropy

Entropy is a measure of uncertainty and is measured in bits and comes as a
number between zero and 1 (entropy bits are not the same bits as used in com-
puting terminology). Basically, you are looking for the unpredictability in a
random variable.

There are two entropy types to work out; the first is entropy on a single attri-
bute, and the second is entropy for two attributes. With this example, I'll use
the Had Credit Account as our target attribute for our working example. By
the end of the exercise, we will know the next node to use in the decision tree.

The single attribute for the Has Credit Account attribute has two outcomes
(Yes or No).

HAS CREDIT ACCOUNT

Yes No
3 2

The entropy calculation looks as follows:

Entropy(Has Credit Account) = Entropy (2,3)

=Entropy (0.4,0.6)
=—(0.41o0g,0.4)—(0.6 log, 0.6)
=0.97095

When two attributes are applied, the values are mapped as in the following
table:

HAS CREDIT ACCOUNT

Y N

Reads Reviews Y 2 1 3

N 1 1 2
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With two attributes, we end up with the following entropy calculation:

Entropy (Has Credit Account, Reads Reviews)
=P(Y)xE(2,1)+P(N)xE(1,1)
=(2/5)x0.971+(1/5)x1

=0.5884

So, you have two gains: one before the split (Has Credit Account, which is
0.97095) and one after the split (Has Credit Account/Reads Reviews, which is
0.5884).

You're nearly done on this attribute. The next step is to calculate the information
gain.

Information Gain

When you know the gain before and after the split in the attribute, you can
calculate the information gain. With the attribute to see if the customer has a
credit account, your calculation will be the following:

InformationGain = Gain(before the split) — Gain(after the split
with Reads Reviews)
=0.97095 - 0.5884
=0.38255

So, the information gain on the Has Credit Account attribute is 0.38255.

Rinse and Repeat

The previous two sections covered the calculation of information gain for one
attribute, Has Credit Account. You need to work on the other two attributes
to find their information gain. With the values of information gain for all the
attributes, you can now make a decision on which node to start with in the tree.

ATTRIBUTE INFORMATION GAIN

Reads Reviews 0.38255
Did Make Purchase 0.48672
Is Previous Customer 0.37095

Now things are becoming clearer; assuming the Has Credit Account is the
root node, the Did Make Purchase attribute has the highest information gain
and therefore, should be the next deciding node in the tree.
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The order of information gain determines where the node will appear in the
decision tree model. The node with the highest gain becomes the root node.
Working out all the gains on each attribute and their information gains will
mathematically give you the tree.

As the decision tree algorithm is calculated iteratively, smaller trees can be
worked out easily. Though it’s easy to assume that with several hundreds of
instances no one really wants to work it all out by hand. At that point it’s time
to bring in software to help.

Decision Trees in Weka

In this section, you'll use the Weka data-mining tool to work through some
training data of the optimum sales of Lady Gaga’s CDs depending on specific
factors within the store. I explain the factors in question as you walk though
that data. While I appreciate the world has leaned towards streaming and
downloading music, people still do buy CDs.

The Requirement

The requirement is to create a model that will be able to predict a customer sale
on Lady Gaga CDs depending on the CDs’ placement within the store. You've
been given some data by the record store about where the product was placed,
whether it was at eye level or not, and whether the customer actually purchased
the CD or put it back on the shelf.

The client wants to be able to run other sets of data through the model to
determine how sales of a product will fare.

Working through this methodically, you need to do the following:

1. Run through the training data supplied and turn it into a definition file
for Weka.

2. Use the Weka workbench to build the decision tree for you and plot an
output graph.

3. Export some generated Java code with the new decision tree classifier.

4. Test the code against some test data.

5. Think about future iterations of the classifier.

It feels like there’s a lot to do, but after you get into the routine, it’s quite simple
to accomplish with the tools at hand. First look at the training data.
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Training Data

Before anything else happens, you need some training data. The client has
given you some in a .csv file, but it would be nice to formalize this. This is
what you received:

Placement,prominence, pricing, eye level, customer purchase

end_rack, 85,85, FALSE, yes
end_rack, 80,90, TRUE, yes
cd_spec, 83,86, FALSE, no
std_rack, 70,96, FALSE, no
std_rack, 68,80, FALSE, no
std_rack, 65,70, TRUE, yes
cd_spec, 64,65, TRUE, yes
end_rack, 72,95, FALSE, yes
end_rack, 69,70, FALSE, yes
std_rack, 75,80, FALSE, no
end rack, 75,70, TRUE, no
cd_spec, 72,90, TRUE, no
cd_spec, 81,75, FALSE, yes
std_rack, 71,91, TRUE, yes

Weka saves the file as an

model you are going to use:

@relation ladygaga

.arff file to set up the attributes and let you give it

some data from which to train. The .arff file is a text file that outlines the data

@attribute placement {end rack, cd spec, std rack}

@attribute prominence numeric

@attribute pricing numeric
@attribute eye level {TRUE, FALSE}
@attribute customer purchase {yes, no}

@data
end_rack, 85,85, FALSE, yes
end_rack, 80,90, TRUE, yes
cd_spec, 83,86, FALSE, no
std_rack, 70,96, FALSE, no
std_rack, 68,80, FALSE, no
std_rack, 65,70, TRUE, yes
cd_spec, 64,65, TRUE, yes
end_rack, 72,95, FALSE, yes
end_rack, 69,70, FALSE, no
std_rack, 75,80, FALSE, no
end rack, 75,70, TRUE, no
cd_spec, 72,90, TRUE, no
cd_spec, 81,75, FALSE, yes
std_rack, 71,91, TRUE, yes
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The data file has a few elements to it, so let’s look through it one section at
a time.

Relation

The erelation tag is the name of the dataset you are using. In this instance it’s
Lady Gaga’s CDs, so I've called it 1adygaga.

Attributes

Next, you have the attributes that are used within your data model. There are
five attributes in this set that are the top line of raw CSV data that you received
from the client.

Placement: What type of stand the CD is displayed on: an end rack, a special
offer bucket, or a standard rack?

Prominence: What percentage of the CDs on display are Lady Gaga CDs?

Pricing: What percentage of the full price was the CD at the time of purchase?
Rarely is a CD sold at full price, unless it is an old, back-catalog title.

Eye Level: Was the product displayed at eye-level position? The majority of
sales will happen when a product is displayed at eye level.

Customer Purchase: What was the outcome? Did the customer purchase?

The Prominence and Pricing attributes are both numeric values. The other
three are given the nominal values that are to be expected when the algorithm
is being run. Placement has three: end_rack, cd_spec, or std_rack. The Eye Level
attribute is either true or false, and the Customer Purchase attribute has two
nominal values of either yes or no to show that the customer bought the product.

Data

Finally, you have the data. It’s comma separated in the order of the attributes
(Placement, Prominence, Pricing, Eye Level, and Customer Purchase). In this
sample, you know the outcomes—whether a customer purchased or not; this model
is about using regression to get your predictions in tune for new data coming in.

You can find all the code for this chapter on the book’s companion website at

www.wiley.com/go/machinelearning2e

Using Weka to Create a Decision Tree

Now that you have your data model in place, you can get started. When you
open the Weka program, you are presented with a small opening screen
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(see Figure 5.2) with four buttons: Explorer, Experimenter, KnowledgeFlow, and
Simple CLI Click the Explorer button.

Weka GUI Chooser

Program Visualization Tools Help

Applications
i WE KA Explorer & |
The University

Waikato Environment for Knowledge Analysis
Version 3.6.10
(c) 1999 - 2013
The University of Waikato
Hamilton, New Zealand

of Waikato | Experimenter |
| KnowledgeFlow |

Simple CLI |

Figure 5.2: The Weka GUI Chooser

When the Explorer opens, you will be confronted with another window with
anumber of sections and an array of buttons (see Figure 5.3). Don’t worry if it all
looks confusing right now; this walk-through takes you through it step by step.

Weka Explorer
Preproce Classify  Cluster  Associate Select attributes | Visualize |
| Open file... '* | Open URL... | | OpenDB.. | | Generate.. | Undo Edit... Save.
Filter
| Choose | None Apply
Current relation Selected attribute
Relation: None Name: None Type: None
Instances: None Attributes: None Missing: None Distinct: None Unique: None
Attributes
Al None Invert Pattern
3| | WVisualize All |
Remove
Status
Welcome to the Weka Explorer | Log | w- x 0

Figure 5.3: The basic Explorer window

Click the Open File button and select the data file called 1adygaga.arff. Weka
parses the data model and preprocesses the data. Within no time you're already
getting information based on the preprocessing of the data model and the data.
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The Select Attribute pane on the right side of the Explorer window in
Figure 5.4 shows the three distinct nominal values of the customer _ pur-
chase attribute. Weka has also noticed that you have 14 instance rows and
the five attributes.

After preprocessing comes classification. Click the Classify button in the top
row of buttons. You're going to use the C4.5 classification algorithm; within
Weka this is called the J48 algorithm. In the Classifier pane (see Figure 5.5),
click the Choose button and select the J48 option under the Trees menu head-
ing. The selection pane closes automatically, and you see that the name of
the classifier has changed from the default zeror to 48 -c 0.25 -M 2
(see Figure 5.5).

Weka Explorer

Classify = Cluster | Associate Select attributes | Visualize |
| Openfile... | | OpenURL.. | | OpenDB.. | | Generate... | Undo | Edit... | | Save...
Filter
| Choose | None |_Apply |
Current relation Selected attribute
Relation: ladygaga MName: placement Type: Nominal
Instances: 14 Attributes: 5 Missing: O (0%) Distinct: 3 Unique: 0 (0%)
Attributes No. Label Count
1 end_rack 5
| All | | MNome | | Invert | | Pattern | 2 cd_spec 4
3 std_rack 5
No. i Name
1| |placement
2| |prominence
3|_|pricing
4/ leye_level | Class: customer_purchase (Nom) 3+ | Visualize All |
5|_|customer_purchase

Remove

Status
OK

5 5
. - .
| L

og | wxo

Figure 5.4: The preprocess pane with data

The option flags used in the default J48 classifier are setting the pruning
confidence (the -c flag) and the minimum number of instances (-M).

To run the classifier, click the Start button and watch the Classifier output
window (see Figure 5.6). You see the information on the run appear. The run
information tells you about the scheme used and gives a run-down on the model
on which Weka has worked.
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800 Weka Explorer
| Preprocess m Cluster =~ Associate  Select attributes | Visualize |

Classifier

T PART

Ridor lifier output
;

v [ trees
| ADTree
| BFTree
| DecisionStump
I FT

14

= Ja8graft
Y LADTree
5T

_ NETree

| RandomForest
' RandomTree

| REPTree

| SimpleCart

] UserClassifier

| Filter... | | Removefilter | | Close |

Status
oK | Log | wxo

Figure 5.5: Selecting the classifier

Interesting data starts to emerge. The J48 pruned tree gives results on, in this
case, the placement, as it has the highest information gain:

J48 pruned tree

placement = end rack: yes (5.0/1.0)
placement = cd_spec

| pricing <= 80: yes (2.0)

| pricing > 80: no (2.0)
placement = std rack

| eye level = TRUE: yes (2.0)

| eye level = FALSE: no (3.0)

Number of Leaves : 5

Size of the tree : 8

Time taken to build model: 0 seconds

It appears that placing the product on the end rack is good for sales. For the
special offer rack, it seems that pricing plays a part; if the product is too cheap
customers, walk away. On the standard racks, the placement of the product is
a factor for sales; it sells if it’s at eye level.
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Weka Explorer

| Preprocess Cluster | Associate Select attributes = \isualize |

Classifier

Choose | |48 -C 0,25 -M 2

Test options Classifier output
() Use training set
Correctly Classified Instances 9 64,2857 %
() Supplied test set Set Incorrectly Classified Instances 5 35.7143 %
Kappa statistic 0.2553
(#) Cross-validation Folds |10 Mean abseolute error 0.4187
. Root mean squared error 0.4905
() Percentage split % |66 Relative absolute error 81.3679 %
- Root relative squared error 96.2988 %
Mare options... Total Number of Instances 14

=== Detailed Accuracy By Class ===
(Nom) customer_purchase =
TP Rate FP Rate Precision Recall F-Measure ROC

0.75 2.5 0.667 0.75 2.706 0.

Start 2Lop 0.5 8.25 0.6 0.5 8.545 0.

et 1 el i G Weighted Avg.  0.643 8.393 0.638 8.643 8.637 0.
11:06:18 - trees.J48 === Confusion Matrix ===

ab <=-- classified as
62| a=yes
33| b=no

Status

oK. Log w. x 0

Figure 5.6: Classifier with output

Finally you want to plot the visualization of the tree for the management team
to look at because pictures speak louder than words. On the Results List pane
on the bottom left of the Explorer window you can see the time and algorithm
that was run. Right-click (use Alt+click if you are using a macOS machine) and
select the Visualize Tree option to see the tree in its visual representation, as
shown in Figure 5.7.

It’s usually at this point where everyone pats each other on the back and says,
“Job well done,” but you're not finished yet. You don’t want to have to run the
Weka Explorer every time you have data to run. What you want is some code
that you can reuse.

Creating Java Code from the Classification

As mentioned in Chapter 2, there is no one tool that really fits all. Weka is
excellent, but you want code that you can safely run in an existing codebase.
Perhaps you want to hook your newly created classification to a Hadoop job, if
the incoming volume of data was sufficient to do so.

With the existing classifier, click the More Options button, and a new window
opens with the options for the current evaluator. (See Figure 5.8.)

The last option is to output to source code. By default, the class name will be
WekaClassifier. It won't save your Java code, but it will output in the Classifier
output window.



Chapter 5 = Working with Decision Trees

95

Fam ) WMlalom Focmlmmm e
: Weka Classifier Tree Visualizer: 11:06:18 - trees.J48 (ladygaga)
Tree View Jtes
9 64,2857 %
5 35.7143 %
@.2553
= end_rack = cd_spec = stol_rack 84187
_— 0.4905
96,2988 %
14
<= 80 = B0 = TEUE = FALSE
s X s | [ ——
667 08.75 @.706 a.
13 a.5 0.545 a.
638 0.643 0.637 o.

Status.
OK

Log | ‘xo

Figure 5.7: J48 visualization

Weka 