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Preface

Data Science is one of the leading research-driven areas in the modern era. 
It is having a critical role in healthcare, engineering, education, mecha-
tronics and medical robotics. Building models and working with data is 
not value neutral. We choose the problems with which we work on, we 
make assumptions in these models and we decide metrics and algorithms 
for the problems. �e data scientist identi�es the problem which can be 
solved with data and expert tools of modelling and coding. �e main aim 
of writing this book is to give a hands-on experience on di�erent algo-
rithms and popular techniques used in real time in data science to all the 
researchers working in various domains. 

�e book starts with introductory concepts in data science like data 
munging, data preparation, transforming data. Chapter 2 discusses data 
visualization, drawing various plots and histograms. Chapter 3 covers 
mathematics and statistics for data science. Chapter 4 mainly focuses on 
machine learning algorithms in data science. Chapter 5 comprises of out-
lier analysis and DBSCAN algorithm. Chapter 6 focuses on clustering. 
Chapter 7 discusses network analysis. Chapter 8 mainly focuses on regres-
sion and naive-bayes classi�er. Chapter 9 covers web-based data visualiza-
tions with Plotly. Chapter 10 discusses web scraping. Various projects in 
data science are then discussed.

Kolla Bhanu Prakash
June 2022
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Data Munging Basics

1 Introduction

Data gains value by transforming itself in to useful information. Every �rm 
is more signi�cant about the data generated from its all assets. �e �rm’s 
data helps the di�erent personnel in the organization to improve their 
business tasks, save time and expenditure amount on maintenance of it. 
�e top level management fails in taking appropriate decision if they don’t 
consider the data as important factor in understanding the business pro-
cess. Many poor decisions related to the advertisement of company prod-
ucts leads to wastage of resources and a�ect the fame of the organization 
at every level. Companies may avoid squandering money by tracking the 
success of numerous marketing channels and concentrating on the ones 
that provide the best return on investment. As a result, a business can get 
more leads for less money spent on advertising [1].

Data Science provides study of discovering di�erent data patterns from 
inter-disciplinary domains like business, education, research etc... Much of 
the information extracted is of the form unstructured like text and images 
and structured like in tabular format. �e basic functional feature of data 
science involves the statistical techniques, inference rules, analytics for 
prediction, fundamental algorithms in machine learning, and novel meth-
ods for gleaning insights from huge data.

Business use cases which uses data science for serving the customers in 
di�erent domains.

• Banking organization provides a mobile app to send recom-
mendation on various loan o�ers to their applicants. 

• One of the car manufacturing �rms uses data science to build 
a 3-D printing screen for guiding driver less cars by enabling 
the object detection mechanism with more accuracy.
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• An automation solution provider using cognitive approach 
develops an incident response system for failure detection in 
functionalities o�ered to their clients.

• General viewer behaviour is analysed by di�erent channel 
subscribers based on the study of audience analytical platform 
and provide solution of grouping favourable TV channels.

• Cyber police department uses statistical tools to analyse the 
crime incidents occurring in particular locality with the 
capturing images from di�erent CCTV footages and caution 
citizens to be-aware about those criminals.

• To safeguard the old age patients with memory loss or su�er-
ing with paralysis using body sensor information to analyse 
their health condition for their close relatives or care givers 
as part of building smart health care system.

Data science adopts four popular strategies [8] while exploring data they 
are (i) Understanding the problem in real time world (Probing Reality) 
(ii)  Usage patterns of data (Discovery Patterns) (iii) Building Predictive 
data model for future perspective (predicting future events) (iv) Being 
empathetic business world (Understanding the people and the world)

(i) Understanding the problem in real time world:- Active 
and passive methods are used in collecting data for a par-
ticular problem in business process to take action. All the 
responses collected during the business process are more 
important to perform analysis in taking appropriate deci-
sion and leads success in further subsequent decisions.

(ii) Usage Patterns of Data (Discovery Patterns):- Divide and 
Conquer mechanism can be used to analyze the complex 
problems but it may not always the perfect solution with-
out understanding the purpose of data. Much of the data is 
analyzed by clustering the data usage patterns this mecha-
nism of clustering study helps to deal with real time digital 
marketing data.

(iii) Building Predictive models (Predicting future events): Right 
from the study of statistics it is clear that many of the tech-
niques in mathematics are evolved to analyze the current data 
and predict the future. �e predictive analysis will really help 
in decision making in dealing with the current scenarios of 
data collection. �e prediction of future endeavors will help 
us to add valuable knowledge for the current data.
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(iv) Emphatic in business world (Understanding the People 
and the world):- �e toughest task by any organization in 
building the teams to understand the people in the real 
time world who are interacting with your organization for 
multiple reasons. Optimal decision making is possible only 
by understanding the real time scenarios of data generated 
during interaction and provides supported evidence for 
framing strategy in decision making solution for organi-
zation. High end domain knowledge like deep learning are 
used to understand the visual object recognition for study 
of the real time world.

Purpose of Data Science

Simple business intelligence tools are analyzed for unstructured data which is 
very small. Most of the data collected in traditional system were of the form 
of unstructured. �e data was generated from di�erent sources like �nan-
cial reports, textual �les, multimedia information, sensors and instrumen-
tal data. �e business intelligence solutions cannot deal with huge volume 
of data with di�erent complex formats. To process the complex formatted 
data we need high processing ability with improved analytical tools and algo-
rithms for getting better insights that is done as part of data science.

Past and Future of Data Science

In 1962, John Tukey published a paper on the convergence of statistics and 
computers, showing how they may provide measurable results in hours. In 
1974, Peter Naur written a book on Concise Survey of Computer Methods 
in which he coined the term data science many times to refer processing 
of data through speci�c mathematical methods. In 1977, an international 
association was established for statistical processing of data with the pur-
pose of translating data into knowledge by combining modern computer 
technology, traditional statistical techniques, and domain knowledge. 
Tukey released Exploratory Data Analysis in the same year, emphasizing 
the importance of data.

Businesses began collecting enormous volumes of personal data in antic-
ipation of new advertising e�orts as early as 1994. Jacob Zahavi emphasized 
the need for new technology to manage the large volume of data generated 
by di�erent organizations. William S. Cleveland published an article out-
lining on specialized learning methods and scope for Data Scientists which 
was used as case studies for businesses and education institute.
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In 2002, a journal for Data Science was launched by international coun-
cil for science. It focused on Data Science topics such as data systems mod-
eling and its application. In 2013, IBM claimed that much of digital data 
collected all over the world is generated in the last two years, from then all 
organizations planned to build good amount of data for their bene�ts in 
decision making and started gaining good insights for improvement in the 
organization growth.

According to IDC, global data will exceed 175 zettabytes by 2025. 
Data Science allows businesses to swi�ly interpret large amounts of data 
from a number of sources and turn that data into actionable insights for 
better data-driven decisions which is widely used in marketing, health-
care, �nance, banking, policy work, and other �elds. �e market for Data 
Science platforms is expected to reach 178 billion dollars by 2025. Data 
science provides a platform for data scientists to explore many options for 
business organizations to track the latest developments in relevant to data 
gathering and maintenance for appropriate decision making.

BI (Business Intelligence) Vs DS (Data Science)

Business Intelligence is a process involved in decision making by get-
ting insights in to the current data available as part of their organiza-
tion transactions with respective all stake holders. It gathers data from all 
sources which can be from external or internal of the organization. �e 
set of BI tools provide support for running queries, displaying results of 
data with good visualization mechanisms by performing analysis on rev-
enue earned in that quarterly by facing business challenges. BI enables to 
provide suggestions based on market study, revealing revenue opportu-
nities and business processes improvement. It is purely meant for build-
ing business strategies to earn pro�ts in long run for the organization. 
Tools Like OLAP, warehouse ETL are used for storing and visualizing 
data in BI.

Data Science is a multi-disciplinary domain which performs study on 
data by extracting meaningful insights. It also uses tools relevant to data 
processing from machine learning and arti�cial intelligence to develop 
predictive models. It is further used for forecasting the future perspective 
growth in business organization carried functionalities. Python, R pro-
gramming used to build the predictive data models by implementing e�-
cient machine learning algorithms and the results are tracked based on 
high end visual communication techniques.
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Data Munging Basics

Data Science is multi-disciplinary �eld which derives its features from arti-
�cial intelligence, machine learning and deep learning to uncover the more 
insights of data which is in di�erent forms like structured (Tabular for-
mat of data) and unstructured (text, images). It performs study on speci�c 
problem domain areas and �nd or de�ne solutions with available input 
data usage patterns and reveals good insights [1, 2].

Data Science deals with data to provide appropriate solutions to the rel-
evant questions made by the study of those real time scenarios in the pro-
cess of business. It is di�erent from the business intelligence mechanism 
which only works on framing good business strategies for improving the 
future trends of the organization based on the collection of insights from 
the existing data rather than instance decisions on the current available 
data [3, 4].

In practical data scientists explore large amount of data for understand-
ing the patterns and to frame the solutions by performing the correlation 
among the appropriate data sets which were not considered in the previous 
approaches. Data science builds the data sets which forms the basis for the 
machine learning algorithms for further analysis in the process of infor-
mation. High end tools of di�erent domains like statistical, analytical, and   
intelligent so�ware are needed for processing big data [11].

Data Science broadens the scope of using data for di�erent levels of pro-
cessing like macro or micro depending on the need of problem solution  
[12]. It majorly supports in narrow down the solution approaches for send-
ing the data as a unique formats for large queries as part of analytical tools. 
It processes the data either dividing the data into usable chunks or cluster 
the data into di�erent groups for providing easy insights [5].

Popular uses cases of using data science in our daily routine are like the 
Google search which uses the ranking of the web pages of relevant searches 
made by users while sur�ng on the internet is made possible using data 
science [13]. �e inbuilt recommended systems for choosing friends on 
Facebook or sharing videos on You Tube are implemented using data sci-
ence approaches [14]. �e dynamic automatic decision making of Alexa or 
Siri devices uses techniques of data science for processing the image and 
voice recognition data instantly. Online gaming websites uses data science 
to track the experience of users and promote those popular with latest ver-
sion releases. Online pricing of products will be compared among the pop-
ular online shopping websites by extracting the data from relevant websites 
using inbuilt packages of data science [15].
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Advantages of Data Science

1. �e demand for data scientists is more as the complexity of 
dealing data is critical.

2. Highly paid jobs are data scientists and more people are 
recruited to work on speci�c domains to analyze all aspects 
of data generated by the organizations.

3. It provides wide variety platforms to make better under-
standing of data for building e�ective business solutions.

4. Many of the data science projects are working on improv-
ing the products features, saving lives of people and provide 
better insights for the organizations to make their business 
reach to common man.

Disadvantages of Data Science

1. �e term relates to much confusion while analyzing the data 
without any speci�c objective.

2. Data Scientists need to update the new technology features 
of data science if not they will set back in providing e�ective 
solutions to business.

3. Without prefect domain knowledge data science becomes 
useless landing into bad insights which will bring great loss 
to the business.

4. Privacy of data becomes a big question without which data 
science cannot proceed for next level of analysis. Arbitrary 
data results in unexpected outcome of organization which 
causes great defame.

1.1 Filtering and Selecting Data

Segment 1 - Filtering and selecting data
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Selecting and retrieving data
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Data slicing

Comparing with scalars

Filtering with scalars

Setting values with scalars
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Data Preparation

�e process of data preparation starts with understanding the context of prob-
lem domain from which data is collected. A�er collection of data it needs to 
be cleaned and normalized by transforming it into equivalent understandable 
type of data. �e main motivation for data preparation is to enrich data with 
more interesting facts by reframing the types of values it holds and corrections 
of the values according to the relevancy of domain [6, 7].

Data preparation is considered as lengthy procedure which to be criti-
cally dealt by data scientists. It is primary job of data science professional to 
understand the data in the context of problem domain to get better insights 
from it [8]. Always data science professional should ensure that poor data 
quality will lead to great confusion and poor decision making which is 
great loss to the business. �us data preparation process usually include 
following standard format while collecting raw data, ensure the source data 
is enriched with meaningful context and �nally eliminate the unwanted 
data as part of outliers analysis [9].

Data Preparation Steps

Data preparation process is similar for all organizations, industry and indi-
viduals. It follows the common framework steps as mentioned in �g 1.1.

�e �rst stage is Gather which provides the source for collection of data 
from all available problem domain areas. Some problem domain areas may 

DATA PREPARATION

GATHER DISCOVER CLEANSE TRANSFORM ENRICH STORE

Fig 1.1 Stages of data preparation process.
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provide data catalogue to refer and some provide at run time depending on 
the problem occurrence in real time world as on ad-hoc basis.

Second stage of data preparation is Discover, Whose primary task is to 
understand the data to determine its usefulness in the current context of 
problem domain. It’s a very critical task for which Talend’s provided a data 
preparation platform to determine the usefulness of data with good visual 
e�ects based on the users pro�le and acts as a tool for browsing the data 
[10].

�ird stage of data preparation is cleaning the data which is a crucial 
part of processing the data where more e�ective techniques are used to 
remove the unwanted data by performing outliers mechanism, Need to �ll 
the missed values in the data, ensure the data following standard patterns, 
and mask the critical or sensitive data by categorizing it while entry of data. 
In this stage the validation of data is also done to check the errors by put-
ting check points while processing. If validation of data is not done at ini-
tial stage for �nding errors further they lead to great disaster of not having 
clarity on the context of problem domain from where data is collected.

�e fourth and ��h stages of data preparation are transform and enrich-
ing data. In this stage the data is transformed in to standard format of 
value entries which leads to perfect determined outcome and make easy 
understandable of data for all the users who are interacting with the data. 
Enriching provides the �avor of improving the data with more facts and 
makes the connectivity among those relevant data strongly bounded to 
provide good and better insights.

�e �nal stage of data preparation where the data is loaded in to speci�c 
storage areas where it can be channelized to di�erent analytical tools for 
processing and helping the organization to gain good insights for further 
decision making.

�e major advantages of data preparation are identifying the errors at 
initial stages of processing the data. If the errors were not caught at the 
third stage of data preparation i.e cleaning it will be di�cult in the next 
stages where it is converted to another format and tracing of error at this 
stage is highly unachievable. �e data preparation process assures us pro-
viding good quality of data a�er completion of cleaning phase and trans-
formation phase and further analytical tools task is made easy for getting 
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better insights. �e job of decision making was made easy possible by all 
phases of data preparation. �e data which is made available at the storage 
stage is highly quali�ed data which could be analyzed at any instant for 
e�ective decision making in business.

1.2 Treating Missing Values

Segment 2 - Treating missing values

Figuring out what data is missing
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Filling in for missing values
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Counting missing values
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Filtering out missing values

1.3 Removing Duplicates

Segment 3 - Removing duplicates

Removing duplicates
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1.4 Concatenating and Transforming Data

Segment 4 - Concatenating and transforming data
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Concatenating data

Transforming data

Dropping data
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Adding data
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Sorting data
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1.5 Grouping and Data Aggregation

Segment 5 - Grouping and data aggregation

Grouping data by column index
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Data Visualization

Data visualization provides a mechanism to view the data in good graph-
ical format with curves or bars to give insights of the analysis [1, 2]. �e 
basic visual elements like curve graphs, bar graphs, charts and maps all are 
part of visualization mechanism to make available data for tend analysis, 
removing the unwanted data i.e. outlier’s mechanism and understanding 
the patterns of data [11]. �e data visualization tools provide analysis of 
large amount of data which are popularly known as Big Data in the form of 
graphs and charts and support data-driven decisions for the organizations 
[3, 4].

�e popular areas where the visualization of data gains more impor-
tance are the study of complex events like predicting the death rate with 
new variant of covid-19 virus. Some of the other assets of data visualization 
are natural phenomenon of weather reporting, medical diagnosis for dif-
ferent type of cancers and mathematical interpretations for computing the 
astronomical measurements [5, 6].

�e three di�erent type of analysis done by data visualization are univar-
iate, Bivariate and multivariate [7]. �e univariate analysis provides analy-
sis by prioritizing a single feature of data among all its available properties 
[8]. �e bivariate analysis does the similar task of analyzing on at least two 
features of available properties of data. �e multivariate doe’s analysis more 
than two features for getting appropriate �ndings of the data [12].

�e wide varieties of applications are making use of data visualization 
mechanisms [13]. �e popular are healthcare care industry for visualiz-
ing the patient’s data for identifying any common facts of occurrence of 
diseases with bacteria or virus [9]. Business Intelligence tools are popu-
larly used by all types of industries to analyze the decisions made by them 
a�ecting their product sales. Military uses the data visualization to develop 
a high end defense tools to protect their nation. Food delivery apps use the 
data visualization for identifying the popular restaurant foods requested by 
the customers [10].
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Advantages of Data Visualization

In business most of the situations are analyzed on com-
parison basis at-least two components are two features are 
targeted for better analysis and decision making. In normal 
method large amount of data need to examine with good 
knowledge experts with many business factors for taking 
the decision. Data visualization comparison analysis will 
save time and provide better agreement among the business 
management team to take appropriate decisions.

Data visualization provides a superior method of under-
standing data with good pictorial structures. �is undoubt-
edly provides clear visual facts for supporting decision 
making or understanding patterns.

�e visual tools provide improved perception of informa-
tion and provide conclusions on usable patterns with more 
superior knowledge [14].

Instead of sharing huge cumbersome amount of data the 
visual tools provide the information in more abstract form 
with more observations.

Data visualizations helps the di�erent organization teams to 
work with visualized facts and helps them to deeply investigate 
before coming to conclusions. Much of the situations or occa-
sions can be correlated in business with visual facts for better 
decision making in improving their insights by comparisons.

�e visual information can be adjusted to improve the per-
ception of information and altered changes can be analyzed 
for further decision making. It opens doors for many top 
level management people in the organization to easily inves-
tigate on the visual facts and in�uence their decisions while 
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discussion with expert teams. It also helps the geological 
perception of information for further investigation to study 
day to day e�ects on the visual data.

Disadvantages of Data Visualization 

�e data visualization sometimes foresees the actual fact 
values and provides perception on fault data. As the data 
changes for assessment it is di�cult for data science team 
to draw conclusions with corrupted information. �e results 
may be only changed graphs but that leads to misguidance 
in taking exact decisions.

Many of the conclusions drawn from the data used for visu-
alization is done only one sided decision which means the 
information  perception is absolutely failed if  an individual 
will carry the data interpretation. �us one-sided interpreta-
tion always makes the job of data science to draw conclusions 
from the signi�cant information with one-sided results.

�e data visualization tools provide perceptions which can’t 
provide help with other alternative choices and consider those 
results as unexpected [15].

�e information perception which is viewed as a correspon-
dence need to be clari�ed with speci�c reasons and the plan 
will fail if any data provided at that point is not relevant to 
consider the results as inappropriate.

If the personnel involved in the data science team doesn’t 
have clarity on the domain relevant data then they may fed 
wrong input for visualization tool which results in wrong 
interpretations.
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2.1 Creating Standard Plots (Line, Bar, Pie)

Segment 1 - Creating standard plots (line, bar, pie)

Creating a line chart from a list object
Plotting a line chart in matplotlib
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Creating bar charts

Creating a bar chart from a list
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Saving a plot

2.2 De�ning Elements of a Plot

Segment 2 - De�ning elements of a plot
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De�ning axes, ticks, and grids
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2.3 Plot Formatting

Segment 3 - Plot formatting

De�ning plot color
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Customizing line styles
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2.4 Creating Labels and Annotations

Segment 4 - Creating labels and annotations

Labeling plot features
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Adding a legend to your plot
�e functional method

bicycle
motorbike
car
van
stroller

�e object-oriented method
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2.5 Creating Visualizations from Time Series Data

Segment 5 - Creating visualizations from time series 
data

�e simplest time series plot

�e simplest time series plot
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Superstore Sales
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2.6 Constructing Histograms, Box Plots,  
and Scatter Plots

Histogram

�e data visualization tool which works on continuous interval of data for 
a particular period of time. It combines features of vertical bar and line 
charts. �e x-axis is broken into discrete intervals based on the continuous 
variable and the amount of data in that time interval relates to that height 
of the histogram bar. �e general interpretations which happens from his-
togram are they provide data in that speci�c interval with more concen-
trated bars and capable of �nding gaps or unusual values throughout the 
dataset.

�e popular reason for using histogram are most of the datasets are 
compared over an interval of time with good distribution of data. �e data 
set more than three featured variable values should not be considered for 
interpretation in histogram.

�e best practices of using histogram for data visualization are as follows:

◦ Try to avoid distribution of data with too wide carrying 
more important details or too narrow which relates to large 
noisy data.
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◦ Always use equal round numbers for creating good bar size 
graphs.

◦ Consistent colors need to be used with �ne labeling through-
out the graph so that it is easy to identify relationships.

Advantages and Disadvantages of Histogram

• Histograms are mostly used for continuous, discrete and 
unordered data and very useful to draw.

• �ey consume more ink and space to display small 
information

• Simultaneous comparisons are somewhat di�cult using 
histograms.

Segment 6 - Constructing histograms, box plots, and 
scatter plots

Eyeballing dataset distributions with histograms
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Seeing scatterplots in action
Scatterplots

Scatterplots are the data visualizations where more data points are plotted 
to highlight the similarities of dataset. It helps in performing outlier anal-
ysis on data while distributing data for plotting the curves. It is very easy 
to identify the positive and negative correlation of data when plotting the 
data from lower le� to upper right and from upper light to lower light. 
Most of the data will follow some correlation and it is di�cult to predict 
the pattern through which correlation is identi�ed for data.

When to use scatter plot visualization?
Use a scatterplot for the following reasons:

• Identifying relationship between two variables
• Reliable outline of data visualization need to be done.

Don’t use a scatterplot for the following reasons:

• Scan large amount of data rapidly for �nding appropriate 
information

• Data points are plotted with more clarity and �ne precision.



48 Data Science Handbook

Best practices for a scatter plot visualization
If you use a scatterplot, here are the key design best practices:

• Scatter plot will analyze data to identify the possible trends 
of data and ensure it to plot for only two possible trends to 
remove confusion.

• Always start at 0 for y-axis plot.

Advantages of Scatter plots

• Good trends of relationship are identi�ed using this visual-
ization technique.

• All possible outliers data are identi�ed with in the range of 
minimum to maximum

• Correlations are highlighted
• Exact data values are retained for a particular sample size
• Both positive type correlation and negative type correlation 

are revealed in the plotting.

Disadvantages of Scatter Plots

• Flat plot of straight line gives confused results.
• Most of the data interpretations are done in subjective
• �e correlation does not reveal perfect reasons for their cause
• It only deals with continuous data for plotting on both axes.
• Multivariate analysis cannot be done using scatter plots

Seeing scatterplots in action
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Building boxplots

Boxplots
Data visualization which deals with more amount of distribution of data 
across di�erent ranges of maximum to minimum with many partition is 
possible using box plot or whisker diagram. It summarizes data in to �ve 
categories like minimum range, �rst quartile range, median range, third 
quartile range, and the maximum.

Much of the outlier’s data is clearly interpreted in box plot with full 
length of data variation from minimum to maximum.

Reasons for utilization of box plot visualization.
• Distribution of data is interpreted with neat comparison.
• �e interpretation of box plot all possible ranges of data 

from min to max and then to median.

Don’t use a box plot for the following reason:

• Data set with no perfect conclusion  forunivariate  interpretation

Best practices for a box plot visualization

If you use a box plot, here are the key design best practices:
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• �e labels of the box plot need to be with good font size and 
legend need to be highlighted and the line thickness and 
width need to be highlighted for good and easy understand-
ing of the interpretation.

• Di�erent color, line borders and symbols need to be used to 
di�erentiate while plotting multiple data sets.

• Unwanted clutter need to remove while plotting the data 
with boxplot.

Advantages

• Most of the statistical data can be easily plotted for large 
amount of data in a single box plot.

• During display of box plot the range of data need to be 
clearly speci�ed on a number line.

• Symmetry and skew-ness of data easily captured using box plots
• Most outliers are detected are shown using box plot

Disadvantages

• �e originality of data misses in the box plot and other sta-
tistical parameters like mean and mode cannot be plotted.

• Numerical data is only suitable for box plot other variety of 
data samples cannot be interpreted.

Building boxplots
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3

Basic Math and Statistics

Math for Data Science

Mathematics has created an impact on every discipline. �e magnitude 
of the usage of mathematics varies according to the disciplines. �ere are 
two main components of mathematics that contribute to Data Science 
namely – Linear Algebra and Calculus [1, 2].

Linear Algebra and Calculus are the important concepts of mathemat-
ics which play vital role in managing the data in data science domain [3]. 
Mathematics lays the backbone for many disciplines depending on the pur-
pose of providing the solutions to the problems occurring in that domain 
[4]. In this section will brief about the above two popular concepts as part 
of mathematics in data science [11].

3.1 Linear Algebra

Image data analysis is the primary role in image processing which is dealt with 
techniques of linear algebra. Image recognition, text data analysis, dimension-
ality reduction solutions are derived using linear algebra concepts [12].

Linear Algebra Techniques for Data Science

Inverse matrix and transpose matrix operations are very popular linear 
algebra techniques used in data science [13].

Single Value Decomposition

Single value decomposition will manipulate the matrices by performing 
the product of three matrices operations like scaling, rotation and shearing.
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Eigenvalue Decomposition

Eigen value decomposition perform reduction operation on matrices to 
boost the matrix to generate new vector data which are having similar 
features and further this vector data is decomposed in to eigenvalues and 
eigenvectors.

Principal Component Analysis

Higher reduction of dimensional data is possible using principal compo-
nent analysis. It is popular dimensionality reduction technique among the 
variables without losing strong variables among the correlate data [14].

3.2 Calculus

Calculus plays very important role in Data Science [15]. It majorly involved 
in optimization techniques which are popular in machine learning. It 
is also used as mathematical modeling technique as part of neural net-
works to improve the performance and accuracy. Calculus is classi�ed as 
Di�erential calculus and Integral calculus [5].

3.2.1 Di�erential Calculus

Derivatives are mostly used as part of di�erential calculus to �nd the max 
and min functions and rate at which the quantity changes. Derivatives are 
popular used in optimization techniques to �nd the minimal as to min-
imize the error function. Partial derivatives are generally used for back 
propagation chain rule concept of neural networks. Game theory also uses 
di�erential calculus for generative adversarial neural networks.

3.2.2 Integral Calculus

Integral calculus is popularly used for aggregating the quantities and �nd 
area under the given curve. Integral calculus is performed in two ways 
de�nite and inde�nite integrals. Most of the probability density functions 
and variance computation for random variable is dealt by integral calculus. 
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Bayesian interference popular technique in machine learning uses only 
integral calculus.

Statistics for Data Science

Data science derives most of its features from statistics like gathering, anal-
ysis of raw data, data interpretation and data visualization [6]. Both are 
data–driven mechanisms which are popularly used for decision making 
[7]. It provides very popular tools to reveal features of large amount of 
data. Comprehensive results can be derived by data summarization and 
interference mechanism [8]. �e two popular approaches of statistics are 
Descriptive statistics and inferential statistics [9].

Descriptive statistics is mostly used for describing the data. It performs 
the quantitative analysis of data for summarization. It does summariza-
tion using graphs. Following are some of the key concepts learned as per 
descriptive statistics [10].

Large no of data samples are plotted using normal distribution in to 
a bell shaped curve which is popularly known as Gaussian curve. �e 
Gaussian curve is symmetric in nature means all the sample values are 
equally distributed in both directions of center axis. 

Central tendency identi�es the central point of data from which mean, 
mode and median are computed. �e average of sample data gives the 
mean value, the middle value of the data which is arranged in ascending 
order signi�es the median and mode is the most frequently occurring 
value in the sample data.

In the Gaussian curve if the sample data does not lead to equal distri-
bution on both sides from the center then it leads to skewness. �e le� 
side accumulation of sample data leads to positive skew similarly right side 
accumulation of sample data leads negative skew.

If the sample data in Gaussian curve accumulates on the tail end of the 
graph then it is called kurtosis. If more data is present the tail of the graph 
then it called large kurtosis similarly small data at tail of graph represent 
small kurtosis.

�e other measures which are computed on the sample data which are 
occurred in variable manner in Gaussian curve are range value, variance 
value, inter quartile and standard deviation of data.
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3.3 Inferential Statistics

Inferential Statistics is the procedure of inferring or concluding from the 
data. �rough inferential statistics, we make a conclusion about the larger 
population by running several tests and deductions from the smaller 
sample.

�e concluding of data or inferring the results of sample data is a pro-
cedure followed in inferential statistics. �e conclusions are made by run-
ning several tests on large population and �nding results from the sample 
data. Example of election survey which is done by selecting some sample 
of population and choose some speci�c observation parameters to identify 
the views of the public.

Some of the popular techniques studied under inferential statistics are 
as follows.

3.3.1 Central Limit �eorem

Central limit theorem is estimation of the population mean where in the 
mean value same between small population and large population. �e 
margin error is computed by the product of standard error of the mean 
with z-score of percentage of con�dence level.

3.3.2 Hypothesis Testing

Hypothesis testing is performed by computing the attribute results from 
smaller sample for a much larger group. Two hypotheses are tested against 
each other i.e null and alternate hypothesis. Always alternate hypothesis is 
computed to prove that null hypothesis is wrong.

3.3.3 ANOVA

ANOVA is used for performing the hypothesis test for multiple groups. 
It improves the popular hypothesis of t-test. It tries to perform testing on 
minimal error rate. It is normally used for computing F-ratio. It is the ratio 
of mean square of internal group  and mean square in between the groups.

3.3.4 Qualitative Data Analysis

�e two important techniques of qualitative data analysis are correla-
tion and regression. �e process of �nding relationship between random 
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variables and bivariate data is called correlation. Regression is used to �nd 
relationship between variables. Di�erent model of regression are chosen 
based on no of variables used for estimation it ranges from simple regres-
sion where only two variables are used and multi-variable regression where 
more than two variables are considered for estimating the relationship. 
Non-linear regression is performed of non-linear data.

3.4 Using NumPy to Perform Arithmetic Operations 
on Data

Arithmetic Operations on NumPy Arrays

Numpy performs element wise arithmetic operations on the array elements.

np.add( )- performs the addition operation on the array elements.
np.subtract(  )- Performs the subtraction operation on the array elements.
np.mulitply( )- Performs the multiplication operation on the array elements.
np.divide( )- Performs the division operation on the array elements.
np.power( )- Performs the exponentiation operation on the array elements.
np.mod( )- Performs the modulus operation on the array elements.
np.negative( )- performs the negation operation on the array elements.
np.sqrt( )- computes the square root operation on the array elements.
np.abs( )- gives the absolute value of the array elements.
np.exp ( ) and np.exp2( )- computes e^x and 2^x  for each array element.
np.log( ) and np.log10( )- computes natural logarithm and base-10 opera-
tion for the array elements.

Segment 1 - Using NumPy to perform arithmetic 
operations on data



62 Data Science Handbook

Creating arrays

Creating arrays using a list

Creating arrays via assignment

Performing arthimetic on arrays
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Multiplying matrices and basic linear algebra
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3.5 Generating Summary Statistics Using Pandas  
and Scipy

Segment 2 - Generating summary statistics using 
pandas and scipy

Looking at summary statistics that describe a variable’s numeric 
values
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Looking at summary statistics that describe variable distribution
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3.6 Summarizing Categorical Data Using Pandas

Data Ingestion

Data ingestion is a process where data transferring take place from di�erent 
sources for performing analysis, storing and utilizing by the other appli-
cations. �e general steps involved in the process are collecting data from 
its current location, converting into other normalized forms �nally loaded 
in to storage for performing further research. Python bags up many tools 
for performing data ingestion the popular are Air�ow, Bonobo, Sopu4, 
Beautiful Pandas etc. Now data ingestion is explored with pandas.

Initially data is shi�ed from di�erent sources, into pandas data frame 
structure. �e source can be any �le formats such as comma separated 
value, JSON, HTML, Excel data.

Approach:

�e basic approach, for transferring any such data, into a dataframe object, 
is as follows –

�e general approach of transferring of any data, into a dataframe object 
is done as follows:-

Prepare source data- Data is collected from remote server using URL 
path or path of a �le on a local machine. 

Use Pandas ‘read_x‘ method- �e read_x method is used for loading  
and converting data into a dataframe object. Depending on the data format 
will use the respective read method.

Finally print the data from dataframe object to ensure the conversion is 
done perfectly or not.

Read data from CSV �le

To load, data present in Comma-separated value �le(CSV), 
Prepare sample dataset. Here we collect the sample data of di�erent cit-

ies data as part of teir1 and tier2 in CSV format.
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Use Pandas method ‘read_csv’

◦ read_csv(�le_path)
◦ File_Path can be URL or �le path of a local machine 

holding .csv or .txt �les.

�e �le contents are as follows:

�e contents of “gfg_indianmetros.csv” �le

�e code to get the data in a Pandas Data Frame is:

# Import the Pandas library
import pandas

# Load data from Comma separated �le
# Use method - read_csv(�lepath)
# Parameter - the path/URL of the CSV/TXT �le
dfIndianMetros2 = pandas.read_csv("gfg_IndianMetros2.csv")

# print the dataframe object
print(dfIndianMetros2)
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Output:

�e CSV data, in dataframe object

Read data from an Excel �le

To load data present in an Excel �le(.xlsx, .xls) we will follow steps as below-

• Prepare your sample dataset. Here Excel �le, with Bakery 
information of di�erent braches.

• Use Pandas method  ‘read_excel’ .
◦ Method used – read_excel(�le_path)
◦ File_Path can be URL or �le path of a local machine 

holding .xlx, .xlsx �les
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�e �le contents are as follows:

�e contents of  “gfg_bakery.xlsx” �le

�e code to get the data in a Pandas DataFrame is:

# Import the Pandas library
import pandas

# Load data from an Excel �le
# Use method - read_excel(�lepath)
# Method parameter - �e �le location(URL/path) and name
dfBakery2 = pandas.read_excel("gfg_Bakery.xlsx")

# print the dataframe object
print(dfBakery2)
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Output:

�e Excel data, in dataframe object 

Read data from a JSON �le

To load data present in a JavaScript Object Notation �le(.json) we will fol-
low steps as below:

• Prepare your sample dataset. Here JSON �le,  with Countries 
and their dial code.

• Use Pandas method  ‘read_json’ .
◦ Method used – read_json(�le_path)
◦ File_Path can be URL or �le path of a local machine 

holding .json �les

�e �le contents are as follows:

�e contents of  “gfg_codecountry.json” �le
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�e code to get the data in a Pandas DataFrame is:

# Import the Pandas library
import pandas

# Load data from a JSON �le
# Use method - read_json(�lepath)
# Method parameter - �e �le location(URL/path) and name
dfCodeCountry2 = pandas.read_json("gfg_Codecountry.json")

# print the dataframe object
print(dfCodeCountry2)

Output:

�e JSON data, in dataframe objects

Read data from Clipboard

We can also transfer data present in Clipboard to a dataframe object. A 
clipboard is a part of Random Access Memory (RAM), where copied data 
is present. Whenever we copy any �le, text, image, or any type of data, 
using the ‘Copy’ command, it gets stored in the Clipboard. To convert, data 
present here, follow the steps as mentioned below –

• Select all the contents of the �le. �e �le should be a CSV 
�le. It can be a ‘.txt’ �le as well, containing comma-sepa-
rated values, as shown in the example. Please note, if the �le 



74 Data Science Handbook

contents are not in a favorable format, then, one can get a 
Parser Error at runtime.

• Right, Click and say Copy. Now, this data is transferred, to 
the computer Clipboard.

• Use Pandas method  ‘read_clipboard’ .
◦ Method used – read_clipboard
◦ Parameter – �e method, does not accept any parameter. It 

reads the latest copied data as present in the clipboard, and, 
converts it, into a valid two-dimensional dataframe object.

�e �le contents selected are as follows:

�e contents of  “gfg_clothing.txt” �le

�e code to get the data in a Pandas DataFrame is:

# Import the required library
import pandas

# Copy �le contents which are in proper format
# Whatever data you have copied will
# get transferred to dataframe object
# Method does not accept any parameter
pdCopiedData = pd.read_clipboard()

# Print the data frame object
print(pdCopiedData)
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Output:

�e clipboard data, in dataframe object

Read data from HTML �le

A webpage is usually made of HTML elements. �ere are di�erent HTML 
tags such as <head>, <title>, <table>, <div> based on the purpose of data 
display, on browser. We can transfer, the content between <table> element, 
present in an HTML webpage, to a Pandas data frame object. Follow the 
steps as mentioned below –

• Select all the elements present in the <table>, between start 
and end tags. Assign it, to a Python variable.

• Use Pandas method ‘read_html’ .
◦ Method used – read_html(string within <table> tag)
◦ Parameter – �e method, accepts string variable, con-

taining the elements present between <table> tag. It 
reads the elements, traversing through the table, <tr> 
and <td> tags, and, converts it, into a list object. �e 
�rst element of the list object is the desired dataframe 
object.

�e HTML webpage used is as follows:

<!DOCTYPE html>
<html>
<head>
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<title>Data Ingestion with Pandas Example</title>
</head>
<body>
<h2>Welcome To GFG</h2>
<table>
  <thead>
    <tr>
      <th>Date</th>
      <th>Empname</th>
      <th>Year</th>
      <th>Rating</th>
      <th>Region</th>
    </tr>
  </thead>
  <tbody>
    <tr>
      <td>2020-01-01</td>
      <td>Savio</td>
      <td>2004</td>
      <td>0.5</td>
      <td>South</td>
    </tr>
    <tr>
      <td>2020-01-02</td>
      <td>Rahul</td>
      <td>1998</td>
      <td>1.34</td>
      <td>East</td>
    </tr>
    <tr>
      <td>2020-01-03</td>
      <td>Tina</td>
      <td>1988</td>
      <td>1.00023</td>
      <td>West</td>
    </tr>
     <tr>
      <td>2021-01-03</td>
      <td>Sonia</td>
      <td>2001</td>
      <td>2.23</td>
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      <td>North</td>
    </tr>    
  </tbody>
</table>
</body>
</html>

Write the following code to convert the HTML table content in 
the Pandas Dataframe object:

# Import the Pandas library
import pandas
# Variable containing the elements
# between <table> tag from webpage
html_string = """
<table>
  <thead>
    <tr>
      <th>Date</th>
      <th>Empname</th>
      <th>Year</th>
      <th>Rating</th>
      <th>Region</th>
    </tr>
  </thead>
  <tbody>
    <tr>
      <td>2020-01-01</td>
      <td>Savio</td>
      <td>2004</td>
      <td>0.5</td>
      <td>South</td>
    </tr>
    <tr>
      <td>2020-01-02</td>
      <td>Rahul</td>
      <td>1998</td>
      <td>1.34</td>
      <td>East</td>
    </tr>
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    <tr>
      <td>2020-01-03</td>
      <td>Tina</td>
      <td>1988</td>
      <td>1.00023</td>
      <td>West</td>
    </tr>
     <tr>
      <td>2021-01-03</td>
      <td>Sonia</td>
      <td>2001</td>
      <td>2.23</td>
      <td>North</td>
    </tr>
    <tr>
      <td>2008-01-03</td>
      <td>Milo</td>
      <td>2008</td>
      <td>3.23</td>
      <td>East</td>
    </tr>
    <tr>
      <td>2006-01-03</td>
      <td>Edward</td>
      <td>2005</td>
      <td>0.43</td>
      <td>West</td>
    </tr>
  </tbody>
</table>"""

# Pass the string containing html table element
df = pandas.read_html(html_string)

# Since read_html, returns a list object,
# extract �rst element of the list
dfHtml2 = df[0]

# Print the data frame object
print(dfHtml2)
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Output:

�e HTML <table> data, in dataframe object,

Read data from SQL table

We can convert, data present in database tables, to valid dataframe objects 
as well. Python allows easy interface, with a variety of databases, such as 
SQLite, MySQL, MongoDB, etc. SQLite is a lightweight database, which 
can be embedded in any program. �e SQLite database holds all the related 
SQL tables. We can load, SQLite table data, to a Pandas dataframe object. 
Follow the steps, as mentioned below –

• Prepare a sample SQLite table using ‘DB Browser for SQLite 
tool’ or any such tool. �ese tools allow the e�ortless creation, 
edition of database �les compatible with SQLite. �e database 
�le, has a ‘.db’ �le extension. In this example, we have ‘Novels.
db’ �le, containing a table called “novels”. �is table has infor-
mation about Novels, such as Novel Name, Price, Genre, etc.

• Here, to connect to the database, we will import the ‘sqlite3’ 
module, in our code. �e sqlite3 module, is an interface, to 
connect to the SQLite databases. �e sqlite3 library is included 
in Python, since Python version 2.5. Hence, no separate instal-
lation is required. To connect to the database, we will use the 
SQLite method ‘connect’, which returns a connection object. 
�e connect method accepts the following parameters:
◦ database_name – �e name of the database in which the 

table is present. �is is a .db extension �le. If the �le is 
present, an open connection object is returned. If the �le 
is not present, it is created �rst and then a connection 
object is returned.
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• Use Pandas method ‘read_sql_query’.
◦ Method used – read_sql_query
◦ Parameter – �is method accepts the following parameters

■ SQL query – Select query, to fetch the required rows 
from the table.

■ Connection object – �e connection object returned 
by the ‘connect’ method. �e read_sql_query method, 
converts, the resultant rows of the query, to a data-
frame object.

• Print the dataframe object using the print method.

�e Novels.db database �le looks as follows –

�e novels table, as seen, using DB Browser for SQLite tool

Write the following code to convert the Novels table, in Pandas 
Data frame object:

# Import the required libraries
import sqlite3
import pandas

# Prepare a connection object
# Pass the Database name as a parameter
conn = sqlite3.connect("Novels.db")

# Use read_sql_query method
# Pass SELECT query and connection object as parameter
pdSql2 = pd.read_sql_query("SELECT * FROM novels", conn)
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# Print the dataframe object
print(pdSql2)

# Close the connection object
conn.close()

Output:

�e Novels table data in dataframe object

Segment 3 - Summarizing categorical data using pandas

�e basics
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Transforming variables to categorical data type
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Describing categorical data with crosstabs

3.7 Starting with Parametric Methods in Pandas  
and Scipy

Segment 4 - Starting with parametric methods in 
pandas and scipy
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�e Pearson Correlation
m

pg
cy

l
di

sp
hp

dr
at

5

3

0

0

30

40

50

35

25

45

55

50
100

200

300

400

150

250

350

100

200

300

400

500

4

5

6

7

8

9

10

20

30

40

15

25

35

w
t

qs
ec

vs

1

0

12

0.0

0.2

0.4

am

0.6

0.8
1.0

1.2

-0.2

0.0

0.2

0.4

ge
ar

ca
rb

25

35

45

55

30

0
1
2
3
4
5

5 3 4 5 6 7 8 9 0 25 35 45 55 1 2 3 4 5 6 12 14 16 18 20 22 24 -0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2 -0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2 25 35 45 55 0 1 2 3 4 5 6 7 8 930 40 5030 40 500 50100 100 200 300 400150 350250200 300400 500 60010 15 25 3520 30 40

6
7
8
9

40

50

0.6

0.8
1.0

1.2

-0.2

14

16

18

20

22

24

2

3

4

5



86 Data Science Handbook

40

35

30

25

20

15

10

5

m
pg

400
350

300

250
200
150
100

50
0

hp

24

22

20

18

16

14

12

6

5

4

3

2

1
5 10 15 20 25 30 35 40

mpg

w
t

qs
ec

0 50 100150200250300350400
hp

12 14 16 18 20 22 24
qsec

1 2 3 4 5 6
wt

Using scipy to calculate the Pearson correlation 
coe�cient



Basic Math and Statistics 87

Using pandas to calculate the Pearson correlation coe�cient

Using Seaborn to visualize the Pearson correlation coe�cient
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3.8 Delving Into Non-Parametric Methods Using 
Pandas and Scipy

Segment 5 - Delving into non-parametric methods 
using pandas and scipy
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�e Spearman Rank Correlation

m
pg

cy
l

di
sp

hp
dr

at

5

3

0

0

30

40

50

35

25

45

55

50
100

200

300

400

150

250

350

100

200

300

400

500

4

5

6

7

8

9

10

20

30

40

15

25

35



Basic Math and Statistics 89
w

t
qs

ec
vs

1

12

0.0
0.2
0.4

am

0.6
0.8

1.0
1.2

-0.2

0.0
0.2

0.4

ge
ar

ca
rb

25

35

45

55

30

0
1
2
3
4
5

5 3 4 5 6 7 8 9 0 25 35 45 55 1 2 3 4 5 6 12 14 16 18 20 22 24 -0.2 0.00.2 0.4 0.6 0.8 1.01.2-0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2 25 35 45 55 0 1 2 3 4 5 6 7 8 930 40 5030 40 500 50100 100 200 300 400150 350250200300 400 500 60010 15 25 3520 30 40

6
7
8
9

40

50

0.6
0.8

1.0
1.2

-0.2

14

16

18

20

22

24

2

3

4

5

6

9

8

7

6

5

4

3

1.0
1.2

0.8

0.6
0.4
0.2
0.0

-0.2

vs
cy

l



90 Data Science Handbook

1.2

1.0

0.8

0.6
0.4

0.2

0.0

-0.2

5.5

5.0

4.5

4.0

3.5

3.0

2.5
3 4 5 6 7 8 9

cyl
-0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2

vs
-0.2 0.0 0.2 0.4

am
0.6 0.8 1.0 1.2 2.5 3.0 3.5 4.0

gear
4.5 5.0 5.5

ge
ar

am

Chi-square test for independence



Basic Math and Statistics 91

3.9 Transforming Dataset Distributions

Segment 6 - Transforming dataset distributions 

Normalizing and transforming features with  
MinMaxScalar() & �t_transform()
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4

Introduction to Machine Learning

4.1 Introduction to Machine Learning

Now a day’s most of the computer machines are fed with more amounts of 
relevant data generated from a particular problem domain [1]. Arti�cial 
Intelligence considered being major part of making the computer machines 
to understand the data [2]. Machine learning will be a subset of arti�cial 
intelligence which speci�es set of algorithms to help the computer machines 
to learn that data automatically without any human being intervention [3].

�e main theme behind using machine learning is to make machines 
fed with the data and specifying features to understand and enable it to 
adapt for new data without using explicit programming [4]. �e computers 
observe the changes in the new data set identify the patterns to understand 
their behavior for making predictions [5].

Role of Machine Learning in Data Science

Much of concepts of data science like Analysis of data, extraction of data 
features, and decision making in business are automated and over per-
formed by machine learning and arti�cial intelligence [6].

Large chunks of data were automatically analyzed by machine learning 
[7].  It basically does the data analysis and performs data prediction on real 
time data without any intervention of human beings [8]. Machine learning 
algorithms have become part of Data science life cycle as it does automatic 
building of data sets and any further changes in data are predicted auto-
matically and train the machine for further processing [9].

Machine Learning process starts from feeding data which to be ana-
lyzed for speci�c features and build a data model [10]. �e data model 
is further trained to generate new conclusions by using machine learning 
algorithm and further it performs predictions for the new dataset which 
are uploaded [11].
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Steps of Machine Learning in the Data Science Lifecycle

MACHINE LEARNING PROCESS
Clean, Prepare

& Manipulate Data

Get Data

1

2 4

5

3

Train Model

Test Data

Improve

• Collection of Data
�e primary step of machine learning is collection of data 
from the real time domain area of problem occurrence. 
�e data collection should be reliable and relevant so as to 
improve its quality [12].

• Preparation of Data
In the preparation of data the �rst step is data cleaning which 
makes the data ready for data analysis. Most of the unwanted 
and error prone data points are removed from data set and 
convert all data in to standard format and further the data 
is partitioned into two parts one for training and other for 
performance evaluation [13].

• Model Training
The dataset which is part of training will help in out-
put value prediction. The output value would exhibit 
the much diversity with expected desired value for the 
first iteration [14]. The epoch or iterations are repeated 
by performing some adjustments with initial values and 
further the prediction accuracy of training data increases 
incrementally.

• Evaluation Model
�e rest of the data which is not used for training the model 
is used for performance evaluation [15]. �e testing of the 
model against the le� amount of data will really estimate the 
applicability of the data model in providing us with e�ective 
solution for all real time problems.
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• Prediction
A�er completion of training and evaluation of data model 
now it’s time to deploy the model in real time environments 
and improve the accuracy by parameter tuning. As we deploy 
the model in real time it need to learn new data and predict 
the perfect output to answer new questions.

Machine Learning Techniques for Data Science

When you have a dataset, you can classify the problem into three types:

• Regression
• Classi�cation
• Clustering

1) Regression
Regression is used for the output variables which are in con-
tinuous space. �e curve-�tting methodology in mathemat-
ics is followed in regression. It also tries to �ts the data for 
a given equation of a curve and predicts the output value. 
�e linear regression, Neural Network maintenance and 
perceptron management are popular implementation using 
regression mechanisms. Many of the �nancial institutions 
like stock markets try to predict the growth of the invest-
ments made by the shareholders. Rental brokers also try to 
use prediction of house prices in a given location to manage 
real estate business.

2) Classi�cation
Classi�cation is a process of managing the output variables 
which are discrete and meant for identifying the categories 
of data. Most of the algorithms of classi�cation type deal 
with processing data and divide them in to categories. It is 
like �nding di�erent categories of curves for �tting the data 
points. �e example scenario of labeling the emails for spam 
in Gmail would be one type of classi�cation problem where 
the di�erent factors of email are checked for categorizing 
them to spam upon matching at least 80%-90% of anom-
alies match. Naïve Bayes, KNearest Neighbor, support vec-
tor machine, Neural Networks and Logistic Regression are 
some popular examples of classi�cation algorithms.
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3) Clustering
Grouping data of without labeling and having similar fea-
tures leads to mechanism of clustering. Similarity functions 
are used to group the data points with similar characteris-
tics. Dissimilar features of di�erent clusters exist among the 
di�erent grouped data points and unique patterns can be 
identi�ed among the data sets which are not labeled in clus-
tering. K-means and agglomerative are popular examples 
of clustering. Customer purchases can be categorized using 
clustering techniques.

Supervised Learning model- Regression and Classi�cation
Unsupervised Learning model- Clustering.

Popular Real Time Use Case Scenarios of Machine 
Learning in Data Science

Machine Learning has its roots of implementation way back from previous 
years even without our knowledge of utilizing it in our daily life. Many 
popular industry sector starting �nance to entertainments are applying 
machine learning techniques to manage their tasks e�ectively. Most popu-
lar mobile app’s like Google Maps, Amazon online shopping uses machine 
learning at background to respond to the users with relevant information. 
Some of the popular real time scenarios where machine learning is used 
with data science are as follows:

• Fraud Detection
Banking sectors implement machine learning algorithm 
to detect fraudulent transactions to ensure their customer 
safety. Popular machine learning algorithms are used to 
train the system to identify transactions with suspicious 
features and fault transaction patterns to get detected with 
in no time when the authorized customer performing his 
normal transactions. �us the huge amount of daily trans-
actional data is used to train the machine learning model to 
detect the frauds in time and provide customer safety while 
utilizing online banking services.

• Speech Recognition
Popular chat bot implementations like Alexa, Siri, and 
normal Google Assistant work on many machine learning 
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mechanisms along with natural language processing are 
used for responding their users instantly by listening to their 
audio. Much amount of audio inputs is used to train the sys-
tem with di�erent ascent of users and prepare the response.

• Online Recommendation Engines
Most of the recommendation systems are built using machine 
learning to automatically track the customer interests while 
doing shopping online, querying the search engine for relevant 
information and browsing websites for gaming. �e behav-
ioral characteristics of consumers are tracked by machine 
learning mechanisms and provide better suggestions for the 
business domain to improve their features to attract them. 
�e popular  applications like Amazon shopping tracks cus-
tomer interests  and pop only those speci�c products which 
he is interested, YouTube delivers the relevant search of videos 
on users interest and Facebook with better friend suggestions 
by using e�cient trained machine learning models.

4.2 Types of Machine Learning Algorithms

Machine learning (ML) algorithms are of three types:

1. Supervised Learning Algorithms:
It uses a mapped function f that works on mapping a trained 
label data for an input variable X to an output variable Y. In 
simple it solves following equation:

Y = f (X)

�e above equation does generate accurate outputs for a 
given new inputs.

Classi�cation and Regression are two ML mechanisms 
which come under this supervised learning.

Classi�cation is a mechanism of ML which predicts for 
the sample data to the form of output variable in categories. 
For example from a patient’s health record sample data of 
his symptoms the classi�cation try to categorize by labeling 
his pro�le to either “sick” or “healthy”.
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Regression is a mechanism of ML which predicts for the 
sample data to the form of output variable in to real values. 
For example most of the regression models works on pre-
dicting the weather report on intensive rainfall for a par-
ticular year based on the available factors of sample data on 
di�erent weather conditions.

�e popular algorithms like linear and logistic regres-
sion, Naïve Bayes CART and KNN are of type supervised 
learning.

Ensembling is a new type of ML mechanism where two 
or more popular algorithms are used for training and try 
to use all the appropriate features of it to predict accurately 
on the sample data. Random Forest Bagging and XG Boost 
boosting are popular for ensemble techniques.

2. Unsupervised Learning Algorithms:
�e learning models which does process the input variable X 
and doesn’t relate it to any speci�c output variables is called 
unsupervised learning. Most of the unsupervised learn-
ing leads to unlabeled data without any speci�c structure 
de�ned for it.

�ere are three important techniques which come under 
unsupervised learning (i) Association (ii) Clustering (iii) 
Dimensionality reduction.

Association is a technique which correlates the occur-
rence of items in a speci�c collection. Market Basket Analysis 
is good examples which correlate the purchases made by the 
customers when they visit the grocery store for buying a 
bread will be 80% sure of making purchase of eggs.

Clustering is a technique of grouping similar featured 
input variables from a given sample data. It tries to �nd the 
speci�c criteria for grouping the sample data and di�erenti-
ate them from each other clusters.

Dimensionality reduction is a technique of choosing 
speci�c criteria for reducing the input data sample for con-
veying the appropriate information relevant to the prob-
lem solution. �e speci�c criteria for selection relate to the 
mechanism of feature selection similarly extracting the sam-
ple data �tting to the solution is known as feature extraction. 
�us feature selection performs the selection of speci�c 
input variables satisfying the criteria for solution and feature 
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extraction does simplify the data collection which suits to 
the solution space.

Popular algorithms like Apriori, K-means and PCA come 
under this unsupervised learning techniques.

3. Reinforcement learning:
�e learning model in which an agent does the decision 
making to choose the best action based on its current learn-
ing behavior to improve the reward value. It does choice 
of providing optimal solution to the problem space in get-
ting better gain by performing appropriate actions. Most of 
the automated solution uses this mechanism to improve in 
obtaining optimal solution. Example in a gaming application 
the reinforcement learning mechanism is applied on player 
objects initially to learn the game by moving randomly to 
gain points, but slowly it tries to �nd an optimal way of gain-
ing points with appropriate moves so as to achieve maxi-
mum points with in an optimal time.

1. Linear Regression

Most of the algorithms in machine learning does quantifying the rela-
tionship between input variable (x) and output variable (y) with speci�c 
function. In Linear regression the equation y= f(x)=a+bx is used for estab-
lishing relationship between x and y and a and b are the coe�cients which 
need to be evaluated where ‘a’ represents the intercept and ‘b’ represent the 
slope of the straight line. �e Fig 4.1 shows the plotted values of random 
points (x, y) of a particular data set. �e major objective is to construct a 

y

a

b = slope of regression line

distance from the line to a 
typical data point

( = “error” between the line
and this y value)

x

Fig 4.1 Plot of the points for equation y=a+bx.
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straight line which is nearest to all the random points. �e error value is 
computed for each point with its y value.

2. Logistic Regression

Most of the predictions made by the linear regression are on the data of 
type continuous like fall of rain in cm for a given location and predictions 
made by the logistic regression is on the type of data which is discrete like 
no of students who are passed/failed for a given exam by applying function 
of transformation.

Logistic regression is used for binary classi�cation where data sets are 
denoted in two classes either 0 or 1 for y. Most of the event predictions 
will be only two possibilities i.e. either they occur denoted by 1 and not by 
0. Like if patient health was predicted for sick using 1 and not by 0 in the 
given data set.

�e transformation function which is used for logistic expression is 
h(x) = 1/(1 + ex) it normally represents s-shaped curve. 

�e output of the logistic expression represents in the form of probabil-
ity and it value always ranges from 0 to 1. If the probability of patient health 
for sick is 0.98 that means the output is assigned to class 1. �us the output 
value is generated using log transforming with x value with function h(x) = 
1/(1 + ex). A binary classi�cation is mostly realized using these functions 
by applying threshold.

The Logistic Function, h(x)=
1.0

0.8

0.6

0.4

0.2

0.0
-8 -6 -4 -2 0 2 4 6 8

x

h(
x)

   1
1 + e-x

Fig 4.2 Plot of the transformation function h(x).



Introduction to Machine Learning 105

In �g 4.2 the binary classi�cation of the tumor is malignant or not is 
computed using transformation function h(x). Most of the various x-values 
of instantaneous data of the tumor is ranged between 0 to 1. For any data 
which crosses the shown horizontal line is considered as threshold limit 
and to be classi�ed as malignant tumor.

P(x) = e ^ (b0 + b1x) / (1 + e(b0 + b1x)) logistic expression is trans-
formed into ln(p(x) / 1-p(x)) = b0 + b1x. �us resolving for bo and b1 
coe�cient with the help of training data set will try to predict the error 
between the actual outcome to estimated outcome. �e technique called 
maximum likelihood estimation can be used to identify the coe�cients.

3. CART

Classi�cation and Regression Trees (CART) are one implementation of 
Decision Trees.

In Classi�cation and Regression Trees contains non-terminal (internal) 
node and terminal (leaf) nodes. One of the internal node acts as a root node 
and all non-terminal nodes as decision making nodes for an input variable 
(x) and split the node in two branches and this branching of nodes will stop 
at leaf nodes which results in the output variable (y). �us these trees acts as 

Root Node
Over 30 yrs.

No

No

Internal Node
Yes

Yes

Married Sports Car

Sports CarMini- Van

Leaf Nodes

Fig 4.3 Example of CART.
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a path of prediction to have walked through complete path of internal nodes 
and leading to the output result at the end of the terminal node.

�e �g 4.3 is an example decision tree which uses CART features to 
�nd whether a person will purchase sport car or minivan by considering 
the factors of age and marital status. �e decision factors considered at 
the internal node are �rst if the age is over 30 yrs and married will result 
in purchase of minivan. If age is not 30 yrs will result in sports car and age 
over 30 yrs and not married also result in sports car.

4. Naïve Bayes
Bayes theorem uses probability occurrence of an event when it occurs 
in real time. �e probability for bayes theorem is computed by a given 
hypothesis (h) and by prior knowledge (d).

Pr(h|d)= (Pr(d|h) Pr(h)) / Pr(d)

where:
• Pr(h|d) represents the posterior probability. Where hypoth-

esis probability of h is true, for the given data d, where 
Pr(h|d)= Pr(d1| h) Pr(d2| h)….Pr(dn| h) Pr(d)

Table 4.1 Data set for Naïve bayes computation.

Weather Play
Sunny No
Overcast Yes
Rainy Yes
Sunny Yes
Sunny Yes
Overcast Yes
Rainy No
Rainy No
Sunny Yes
Rainy Yes
Sunny No
Overcast Yes
Overcast Yes
Rainy No
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• Pr(d|h) represents likelihood where the probability of the 
data d for given hypothesis h is true.

• Pr(h) represents the class prior probability where the prob-
ability of hypothesis h being true (irrespective of any data)

• Pr(d) represents the predictor prior probability where prob-
ability of the data (irrespective of the hypothesis)

�is algorithm is called ‘naive’ because it assumes that all the variables 
are independent of each other, which is a naive assumption to make in 
real-world examples.

�e algorithm is naïve because the treating of variables is independent 
of each other with di�erent assumptions with real world sample examples.

Using the data in above Table 4.1, what is the outcome if weather = 
‘sunny’?

To determine the outcome play = ‘yes’ or ‘no’ given the value of variable 
weather = ‘sunny’, calculate Pr(yes|sunny) and Pr(no|sunny) and choose 
the outcome with higher probability.

->Pr(yes|sunny)= (Pr(sunny|yes) * Pr(yes)) / Pr(sunny) = (3/9 * 9/14) / 
(5/14) = 0.60

-> Pr(no|sunny)= (Pr(sunny|no) * Pr(no)) / Pr(sunny) = (2/5 * 5/14) / 
(5/14) = 0.40

�us, if the weather = ‘sunny’, the outcome is play = ‘yes’.

5. KNN

K-Nearest Neighbors algorithm mostly uses the data set which considers 
all the data to be training.

�e KNN algorithm works through the entire data set for �nd the 
instances which are near to K-nearest or similar with record values then 
outputs the mean for solving the regression or the mode for a classi�cation 
problem with k value speci�ed. �e similarity is computed by using the 
measures as a Euclidean distance and hamming distance.

Unsupervised learning algorithms
6. Apriori
Apriori algorithm usually generates association rules by mining frequent 
item sets from a transactional database. �e market basket analysis is an 
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good example for identifying the products which are purchased more 
frequently in combination from the available database of customer pur-
chase. �e association rule looks like f:X->Y where if a customer pur-
chase X then only he purchase the item Y.

Example: �e association rule de�ned for a customer purchase made 
for milk and sugar will surely buy the co�ee powder can be given as {milk, 
sugar} -> co�ee powder. �ese association rules are generated whenever 
the support and con�dence will cross the threshold.

The fig 4.4 provides the support, confidence and lift formulae speci-
fied for X and Y. The support measure will help in pruning the number 
of candidate item sets for generating frequent item sets as specified by 
the Apriori principle. The Apriori principle states that for a frequent 
item sets, and then all of its subsets must all also be frequent.

7. K-means

K-means algorithm is mostly used for grouping the similar data into clus-
ters through more iteration. It computes the centroids of the k cluster and 
assigns a new data point to the cluster based on the less distance between 
its centroid and data point.

Working of K-means algorithm:
Let us consider the value of k=3 from the �g 4.5 we see there are 3 clus-

ters for which we need to assign randomly for each data point. �e cen-
troid is computed for each cluster. �e red, blue and green are treated as 
the centroids for three clusters. Next will reassign each data point which 
is closest to the centroid. �e top data points are assigned to blue centroid 
similarly the other nearest data points are grouped to red and green cen-
troids. Now compute the centroid for new clusters old centroids are turned 
to gray color stars, the new centroids are made to red, green and blue stars.

Rule: X Y

Support =

Support

Confidence =

Lift =

frq(X ,Y)
N

Supp(X) × Supp(Y)

frq(X ,Y)
frq(X)

Fig 4.4 Rule de�ning for support, con�dence and li� formulae.
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Finally, repeat the steps of identifying new data points for nearing to cen-
troid and switch from one cluster to another to get new centroid until two 
consecutive steps the centroids are same and then exit the algorithm.

8. PCA

PCA is a Principal Component Analysis which explores and visualizes the 
data for less number of input variables. �e reduction of capturing the new 
data input values is done based of the data for the new coordinate systems 
with axes called as “Principal Components”.

Each component is the result of linear combination of the original vari-
ables which are orthogonal to one another. Orthogonality always leads to 
specifying that the correlation between components is zero as shown in 
Fig 4.6. 

Initial principal component captures the data which are variable at max-
imum in one speci�c direction similarly second principal component is 
resulted  with computation of variance  on the new data other than used for 
�rst component. �e other principal components are constructed while the 
remaining variance is computed with di�erent correlated data from the previ-
ous component.

K-means initialization Associating each observation to a cluster

Recalculating the centroids Exit of k-means algorithm

Fig 4.5 Pictorial representation of working of k-means algorithm.
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Ensemble learning techniques:

�e combination of two or more multiple learning techniques for improve-
ment in the results with voting or averaging is called Ensembling. �e vot-
ing is due done for classi�cation and averaging is done based on regression. 
Ensemblers try to improve the results with combination of two or more 
learners. Bagging, Boosting and Stacking are three types of ensembling 
techniques.

9. Bagging with Random Forests

Bagging uses bootstrap sampling method to create multiple model data 
sets where each training data set comprises of random subsamples taken 
from original data set.

�e training data sets are of same size of the original data set, but some data 
is repeated multiple times and some are missing in the records. �us entire 
original data set is considered for testing. If original  data set is of N size then 
generated training set is also N, with unique records  would be about (2N/3) 
and the size of test data set is of N.

�e second step in bagging is to provide multiple models for same algo-
rithm for di�erent generated training sets.

�e Random forests are the results of bagging technique, it looks similar to 
the decision tree where each node is split to minimize the error but in random 
forest a set of random selected features are used for constructing the best split. 
�e reason for randomness usage over decision tree is because of choosing 
multiple datasets for random split. �e splitting over random subset features 
means less correlation among predictions leading to many sub trees.

original data space

G
en

e 
3

Gene 2 Gene 1

PC 1

PCA

PC
 2

PC 2

component space

PC 1 

Fig 4.6 Construction of PCA.
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�e unique parameter which is used for splitting in random forest always 
provides with wide variety of features used for searching at each split point. 
�us always bagging results in random forest tree construction with random 
sample of records where each split leads to more random samples of predictors.

10. Boosting with AdaBoost

Adaptive Boosting is popularly known as Adaboost. Bagging is an ensem-
ble technique which is built parallel for each model of data set whereas 
boosting works on sequential ensemble techniques where each new data 
model is constructed based on the misclassi�cation of the old model.

Bagging involves simple voting mechanism where each ensemble algo-
rithm votes to obtain a �nal outcome. At �rst to determine the resultant 
model in bagging the earlier models are parallel treated with multiple 
models. In boosting the weighted voting mechanism is used where each 
classi�er obtains the vote for �nal outcome based on the majority. �e 
sequential models were built based on the previous assignment for attain-
ing greater weights for di�erent misclassi�ed data models.

�e �g 4.7 briefs the graphical illustration of AdaBoost algorithm where 
a weak learner known as decision stump with 1-level decision tree using a 
prediction based on the value of the one feature with a decision tree with 
root node directly connected to leaf nodes.

�e construction of weak learners continues until a user-de�ned no of 
weak learners until no further improvement by training. Finally it results 

1 2

3 4

x2 x2

x1 x1

x2 x2

x1 x1

Fig 4.7 Steps of AdaBoost algorithm.
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in step 4 with three decision stumps from the study of the previous models 
and applying three splitting rules.

First, start with one decision tree stump to make a decision on one input 
variable.

�e size of the data points show that we have applied equal weights to 
classify them as a circle or triangle. �e decision stump has generated a 
horizontal line in the top half to classify these points. We can see that there 
are two circles incorrectly predicted as triangles. Hence, we will assign 
higher weights to these two circles and apply another decision stump.

First splitting rule is done with one input variable to make a decision. 
Equal weights of data points were considered to classify them in to circle or 
triangle. �e decision stump shows the separated horizontal line to catego-
rize the points. In �g 4.7 step-1 clearly shows that two circles were wrongly 
predicted for triangles. Now we will assign more weightage to these circles 
and go for second decision stump.

In the second splitting rule for decision stump is done on another input 
variable. As we observe the misclassi�ed circles were assigned with heavier 
weights in the second decision stump so they are categorized correctly and 
classi�ed to vertical line on the le� but three small circles which are not 
matching with that heavier weight are not considered in the current deci-
sion stump. Hence will assign another weights to these three circles which 
are at the top and go for another stump.

�ird, train another decision tree stump to make a decision on another 
input variable.

�e third splitting rule the decision tree stump try to make decision on 
another input variable. �e three misclassi�ed circles in second decision 
tree stump are raised to heavier weights thus a vertical line separates them 
from rest of the circles and triangles as shown in �gure.

On fourth step will combine all decision stumps from the previous 
models and de�ne a complex rule to classify the data points correctly from 
previous weak learners.

Dimensionality Reduction

In machine learning to resolve classi�cation problems very o�en many 
factors are considered for the �nal classi�cation. �e factors which are 
considered for classi�cation are known as variables or features. �e more 
the numbers of features were considered it would be di�cult to visual-
ize the training set and to work on it. Most of the features are correlated 
hence possibility of occurrence of redundant is more. �is technique of 
getting redundant features on the given training data set is done using 



Introduction to Machine Learning 113

dimensionality reduction algorithm. Dimensionality reduction is a mech-
anism where the no of random variables are reduced based on the avail-
ability principal variables on a given data set. �e major steps involved in 
dimensionality reduction is extraction of features and selection of features.

Why is Dimensionality Reduction important in Machine 
Learning and Predictive Modeling?

�e predominant example for understanding dimensionality reduction can 
be considered for classifying the simple e-mail messages which we receive in 
our inbox. �e classi�cation would be the e-mail message received is spam 
or not. More no of features can be considered for classifying the e-mail mes-
sages they are like subject title, content, usage of templates etc.., some of the 
features can overlap. Another example simple classi�cation would be for 
predicting the humidity and rainfall for a given day. Most of the features 
which will be used are correlated to a high degree hence we need to reduce 
the features and try to classify. Most of the 3-D data classi�cation leads too 
hard to visualize, 2-D data can be easily mapped to any two dimensional 
space and 1-D data can be made on to a straight line.

Components of Dimensionality Reduction

Dimensionality reduction is carried under two major steps:

• Selection of Features: A trial of subset of data is considered 
original data set with speci�ed features of variables or features, 
to get minimal data set which can provide solution to the prob-
lem. It uses three popular techniques in choosing the minimal 
data set they are �ltering technique, wrapper technique and 
embedded technique.

• Extraction of Features: In this mechanism the higher 
dimensional space are reduced to a lower dimension space 
and test set of data can be for lesser no of dimensions.

Methods of Dimensionality Reduction

�e various methods used for dimensionality reduction include:

• Principal Component Analysis (PCA)
• Linear Discriminant Analysis (LDA)
• Generalized Discriminant Analysis (GDA)
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Advantages of Dimensionality Reduction

• Low storage space and promotes high data compression
• Less computation time
• Eliminate more redundant features, if available.

Disadvantages of Dimensionality Reduction

• Data loss can occur a�er elimination of redundant data.
• Undesirable output can occur for data sets which have fea-

tures more linearly correlated.
• It fails to de�ne mean and covariance as su�cient data sets 

are not available for process.
• �e no of principal components considered for implemen-

tation is uncertain but thumb rules are used to resolve the 
choice of selection.

4.3 Explanatory Factor Analysis

Segment 2 - Explanatory factor analysis

Factor analysis on iris dataset
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4.4 Principal Component Analysis (PCA)

�e popular dimensionality reduction technique is the principal compo-
nent analysis (PCA). It transforms the large set of dataset in to smaller 
dimension which still contains much of the information to represent that 
large dataset. As we reduce the selected features the accuracy will get 
reduced but the major feature of PCA algorithm it simpli�es the data set 
with little change in accuracy. �e PCA results in to smaller data sets which 
are easy to process and can be visualized and analyzed properly without 
loss of information or variables. �us PCA preserve the actual important 
featured data from the available data set which gives more clarity on the 
solution space.

Step by Step Explanation of PCA

Step 1: Standardization

It is a procedure in which range of continuous initial variables which will 
contribute equally are analyzed. Most speci�cally the standardization is 
done prior to PCA because latter it would be challenging to compute the 
variances of initial data set variables. �e variables with large di�erences 
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between the range of initial variables will dominate over small di�erences 
over the small range which will provide us with biased result. So trans-
forming the data on to comparable scales would be better choice to prevent 
this issue.

�e below formulae can be used to standardize the data variables by 
subtracting the mean from the variable value and dividing it by its standard 
deviation.

= −z value mean
standard deviation

�e standardization always results in unique scale form of arranging 
the data.

Step 2: Covariance Matrix computation

�e variables correlation must be identi�ed among the standardized data. 
�is step is important because it identi�es how input data will vary from 
the mean value of the other and results in to reduce that data which is 
leading more correlation. �us covariance matrix helps in identifying the 
strong correlated data.

�e below is the example covariance matrix for three dimensional data 
which will check for all variables possible correlation on x, y, and z.



















Cov x x Cov x y Cov x z
Cov y x Cov y y Cov y z
Cov z x Cov z y Cov z z

( , ) ( , ) ( , )
( , ) ( , ) ( , )
( , ) ( , ) ( , )

Covariance Matrix for 3-Dimensional Data
Most of the diagonal will be same variable variance and the cumulative 
covariance will be same values hence in the above matrix the lower and 
upper triangular portions will have similar data. �e positive value of 
covariance will build strong correlation and negative will result in inverse 
correlation.

�us covariance matrix will help us in summarizing the correlated data 
between all possible pairs of variables.



Introduction to Machine Learning 117

Step 3: Compute the eigenvectors and eigenvalues of the 
covariance matrix to identify the principal components

Eigen vectors and Eigen values are linear algebra concepts that need to be 
computed on covariance matrix to determine the principal components of 
the data. Principal components are constructed with linear combinations 
or mixture of di�erent variables. �e new combinations are done such a 
way that uncorrelated data and most of the data within the initial variables 
will be compressed or squeezed to form the components. �us depending 
on the dimension of data the principal components can be created. �e 
principal components will always tries to maximize the possible informa-
tion on to �rst component, then second components with next maximum 
remaining data.

�e �g 4.8 provides with the possible data as grouped into principal 
components. �is way of organizing the data without loss of information 
will provide the reduction in the unwanted or uncorrelated data. �us the 
principal components with less data can be neglected and remaining are 
used for further process.

�e pictorial representation of principal components will represent the 
directions of the data that gives the maximum computed variance data on 
the lines of capture for most of the information. �e major relationship 
between variance and information are that the larger the variance carried 
by a line, larger the dispersion of data which provides more information. 
�e di�erence between the data can be clearly observed from the principal 
component axes.
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Step 4: Feature Vector

�e continuation previous step of construction of principal components 
from eigen vectors and order based on the Eigen values in descending 
order allows us to identify the signi�cance of it. In this step will choose 
which components to be discarded (low eigenvalues) and the remaining 
will be resultant feature vector. 

�e feature vector is simply a matrix which has columns with eigen vec-
tors of the components that will be used for further operations. �is would 
be the �rst step to achieve dimensionality reduction, among p eigen vec-
tors out of n, thus the �nal data set would be only p dimensions.

Last Step: Recast the Data Along the Principal Components Axes

From all above steps it is clear that a�er standardization you make changes 
to the data based on the principal component selection and result new fea-
ture vector, but the given input dat is always same.

In this step, which is the last one, the aim is to use the feature vector 
formed using the eigenvectors of the covariance matrix, to reorient the 
data from the original axes to the ones represented by the principal com-
ponents (hence the name Principal Components Analysis). �is can be 
done by multiplying the transpose of the original data set by the transpose 
of the feature vector.

In the �nal step will multiply the transposed feature vector with the 
transposed original datset.

FinalDataSet = FeatureVectorT ∗ StandardizedOriginalDataSetT

Advantages of Principal Component Analysis

1. Separate the correlated featured data:
In real time scenarios there would be large amount of data 
set with variable no of features. It is di�cult to run the algo-
rithm for all features and visualize them graphically. So it is 
mandatory to reduce the number of features to understand 
the data set. �e correlation among the features will help us 
in selecting the selected features which will result with close 
proximity of understanding which is quite impossible with 
manual intervention. �us PCA provides the construction 
of principal components with featured vectors which will 
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help us �nding the strong correlated features by removing 
from the original data.

2. Improving the performance of algorithms:  
Most of the algorithms performance depends on the val-
ued data supplied for its input. If the data is not valid then 
it will degrade its performance and result in wrong results. 
If we provide the highly correlated data it will signi�cantly 
improve the performance of algorithms. So if input data is 
more to process then PCA would be better choice to reduce 
the uncorrelated data.

3. Over�tting reduction:  
When more variable features are used in the dataset then 
over�tting is the common issue. So PCA reduces the no of 
features which will result less over �tting.

4. Visualization is improved:  
High dimensional data is di�cult to visualize. PCA trans-
forms the high dimensional to low dimensional to improve 
the visibility of data. Example IRIS data with four dimension 
can be transformed to two dimension by PCA which will 
improve the data visualization for processing.

Disadvantages of Principal Component Analysis

1. Interpretation on independent variables is di�cult:
PCA results in to the linear combination where original fea-
ture of data will be missing and these resulted principal com-
ponents are less interpretable then with original features.

2. PCA purely depends on data standardization:  
�e optimal principal components will not be possible if the 
input data is not standardized. Scaling factor is very import-
ant among the chosen available data. Any strong variation 
will result in biased results which will lead to wrong out-
put. To get optimal performance form the machine learning 
algorithms we need to standardize the data to mean 0 and 
standard deviation 1.

3. Loss of information: 
Principal components will try to cover much of the highly 
correlated data with wide features but some information 
may be lost due to more convergence then with available 
original features.
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Segment 3 - Principal component analysis (PCA)

PCA on the iris dataset
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5

Outlier Analysis

5.1 Extreme Value Analysis Using Univariate Methods

Segment 1 - Extreme value analysis using univariate 
methods
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Identifying outliers from Tukey boxplots
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Applying Tukey outlier labeling

5.2 Multivariate Analysis for Outlier Detection

Segment 2 - Multivariate analysis for outlier detection

Visually inspecting boxplots
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5.3 DBSCan Clustering to Identify Outliers

Outlier Detection Using DBSCAN (Density-Based Spatial 
Clustering Application with Noise)

Introduction

�e unsupervised machine learning technique which uses density-based 
clustering algorithm to deal with outliers data of random shape and size to 
form cluster is a DBSCAN [1]. �e knowledge of this algorithm is manda-
tory for Data scientist [2].

�e main characteristic of the DBSCAN algorithm is used to detect the 
points which lie outside the dense regions are considered as outliers or 
noisy points [3]. It perfectly �ts to outlier detection and from the cluster 
with di�erent shape and size [4].

�e epsi and Min_Pts are two parameters used for parametric approach.

• epsi: �is represents the radius of the neighbourhood clus-
ter around a point x.

• Min_Pts: �e minimum points of neighborhood for de�n-
ing a new cluster.

DBSCAN Algorithm step by step.

�e major steps followed during the DBSCAN algorithm are as follows:

Step-1: Initialize the parameter values of eps and Min_Pts.
Step-2: For given data set repeat for each x:

• Euclidean distance is computed between data points and 
check if it is less than or equal to eps then consider as new 
neighbor of x.

• A�er identifying the new neighbor beside the data point 
x are counted and checked for greater than or equal to 
Min_Pts, and mark it as visited.

Step-3: For each core point, if it is not already assigned to a clus-
ter then create a new cluster. Further, all the neighbouring 
points are recursively determined and are assigned the same 
cluster as that of the core point.

A new cluster is created for each core point if it is not assigned 
to a cluster. Further, recursively new neighboring points are 
determined and assigned a cluster for the each core point.
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Step-4: �e above steps are repeated until all new nodes are 
visited.

Input parameters given to the DBSCAN Algorithm.

�e two-user de�ned input parameters considered for DBSCAN algorithm 
for clustering:

• Epsilon (eps): It is de�ned as radius around each neighbor-
ing points which is having the maximum distance [5].

• Minimum Points (min_samples or min_pts): It is de�ned 
as the minimum no of neighboring points which  are around 
the core point with in that radius [6].

For example if Min_Pts is 6 means atleast the new point should be 5 or 
more neighboring points around the core point [7].

A cluster is considered when minimum no of points equals the epsilon 
distance of core point [8].

Terms related to DBSCAN Algorithm:

– Direct Density Reachable
– Density Reachable
– Density Connected

Direct density reachable: 
If a point is near to the core point neighborhood then it is known as direct 
density reachable [9].

Density Reachable: 
If a point is connected through a series of core points then it is known as 
density reachable.
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Density Connected:
If two points are density reachable to core point then it is known as density 
connected.

We get three types of points upon applying a DBSCAN algorithm to a 
particular dataset – Core point, Border point, and noise point.

• Core Point:
A core point is that data point which has a minimum no of 
neighboring points with in the epsilon distance of it.

• Border Point:
Border point is that point with less no of minimum num-
ber of data points with atleast one point as core point in 
neighborhood.

• Noise Point:
Noise point is that point which is neither core point nor bor-
der point. It also known as outlier data point.

Time complexity of the DBSCAN Clustering Algorithm

�e di�erent complexities of the algorithm are (N= no of data points) as 
follows:

Best Case: 
KD-tree or R-tree are used for storing the data set using spatial indexing 
system to query the neighborhood points to get executed in logarithmic 
time i.e. O(N log N) time complexity.

Worst Case:
�e worst case is O(N2) which will not use index on a degenerated data.
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Average Case:
It is similar to best case or worst case with same implementation of 
algorithm.

How is the parameter “Min_Pts” estimated in the DBSCAN 
Algorithm?

Min_Pts ≥ Dim + 1 where Dim is the dimension of data set

Case-1:
�e minimum value for Min_Pts is not equal to 1 because every point will 
be part of a cluster.

Case-2:
For Min_Pts<=2 then the points will be part of hierarchical clustering with 
single link and dendrogram cut to a height of epsilon.

So, Min_Pts value should be atleast 3.
Larger value of Min_Pts will be better for any dataset as they have more 

noisy points which will yield many clusters [10, 11].
At max the thumb rule could be Min_Pts ≥ 2* Dim + 1  
To choose larger values, it may be necessary that the:

• Data values should be large
• �e Data with more noisy, it leads to more outliers
• Data should have more duplicates

Advantages of the DBSCAN algorithm

1. No need of initial clusters to be de�ned [12].
2. Clusters can be any random shape or size even with 

non-spherical ones can be considered. 
3. Outliers are easily identi�ed which are considered as noisy 

data [13].
4. DBSCAN never provides initial no of cluster as input to 

algorithm which K Means does.
5. Any shape of cluster can be found [14].
6. Most of the cluster does not have any speci�c shape.
7. Many of the outliers is eliminated by forming new cluster 

and �nally on more repetition none of the outliers will exist 
in our data set.
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Disadvantages of the DBSCAN algorithm 

1. It fails when there are more density drops among the clusters.
2. If there are more variations among the variable clusters it is 

di�cult to detect the outliers or noisy points.
3. It is di�cult to set the initial parameters as it is highly sensi-

tive to the parameter settings.
4. �e quality of DBSCAN algorithm lies with distance metric.
5. E�ective clusters cannot be generated for the high dimen-

sional data.
6. Multi processor system cannot be involved to partition the 

algorithm computation.

Segment 3 - DBSCan clustering to identify outliers

DBSCan clustering to identify outliers

Train your model and identify outliers
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Visualize your results

DBSCan for Outliner Detection
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6

Cluster Analysis

Clustering
Clustering is one of the most common exploratory data analysis technique 
used to get an intuition about the structure of the data [1]. It can be de�ned 
as the task of identifying subgroups in the data such that data points in 
the same subgroup (cluster) are very similar while data points in di�erent 
clusters are very di�erent [2]. In other words, we try to �nd homogeneous 
subgroups within the data such that data points in each cluster are as sim-
ilar as possible according to a similarity measure such as euclidean-based 
distance or correlation-based distance [3]. �e decision of which similarity 
measure to use is application-speci�c [4].

Clustering analysis can be done on the basis of features where we try 
to �nd subgroups of samples based on features or on the basis of sam-
ples where we try to �nd subgroups of features based on samples [5]. We’ll 
cover here clustering based on features. Clustering is used in market seg-
mentation; where we try to �nd customers that are similar to each other 
whether in terms of behaviors or attributes, image segmentation/compres-
sion; where we try to group similar regions together, document clustering 
based on topics, etc. [6].

Unlike supervised learning, clustering is considered an unsupervised 
learning method since we don’t have the ground truth to compare the 
output of the clustering algorithm to the true labels to evaluate its perfor-
mance [7]. We only want to try to investigate the structure of the data by 
grouping the data points into distinct subgroups [8].

6.1 K-Means Algorithm

Kmeans algorithm is an iterative algorithm that tries to partition the 
dataset into Kpre-de�ned distinct non-overlapping subgroups (clusters) 
where each data point belongs to only one group [9]. It tries to make 
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the intra-cluster data points as similar as possible while also keeping the 
clusters as di�erent (far) as possible [10]. It assigns data points to a clus-
ter such that the sum of the squared distance between the data points and 
the cluster’s centroid (arithmetic mean of all the data points that belong 
to that cluster) is at the minimum [11]. �e less variation we have within 
clusters, the more homogeneous (similar) the data points are within the 
same cluster [12].

�e way kmeans algorithm works is as follows:

1. Specify number of clusters K.
2. Initialize centroids by �rst shu�ing the dataset and then 

randomly selecting K data points for the centroids without 
replacement.

3. Keep iterating until there is no change to the centroids. i.e 
assignment of data points to clusters isn’t changing.

• Compute the sum of the squared distance between data 
points and all centroids.

• Assign each data point to the closest cluster (centroid).
• Compute the centroids for the clusters by taking the average 

of the all data points that belong to each cluster.

�e approach kmeans follows to solve the problem is called Expectation-
Maximization. �e E-step is assigning the data points to the closest clus-
ter. �e M-step is computing the centroid of each cluster. Below is a break 
down of how we can solve it mathematically (feel free to skip it).

�e objective function is:
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(6.1)

where wik=1 for data point xi if it belongs to cluster k; otherwise, wik=0. 
Also, μk is the centroid of xi’s cluster.

It’s a minimization problem of two parts. We �rst minimize J w.r.t. 
wik and treat μk �xed. �en we minimize J w.r.t. μk and treat wik �xed. 
Technically speaking, we di�erentiate J w.r.t. wik �rst and update clus-
ter assignments (E-step). �en we di�erentiate J w.r.t. μk and recompute 
the centroids a�er the cluster assignments from previous step (M-step). 
�erefore, E-step is:
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In other words, assign the data point xi to the closest cluster judged by 
its sum of squared distance from cluster’s centroid.

And M-step is:
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Which translates to recomputing the centroid of each cluster to re�ect 
the new assignments.

Few things to note here:

• Since clustering algorithms including kmeans use distance-
based measurements to determine the similarity between 
data points, it’s recommended to standardize the data to 
have a mean of zero and a standard deviation of one since 
almost always the features in any dataset would have di�er-
ent units of measurements such as age vs income.

• Given kmeans iterative nature and the random initialization 
of centroids at the start of the algorithm, di�erent initializa-
tions may lead to di�erent clusters since kmeans algorithm 
may stuck in a local optimum and may not converge to global 
optimum. �erefore, it’s recommended to run the algorithm 
using di�erent initializations of centroids and pick the 
results of the run that that yielded the lower sum of squared 
distance.

• Assignment of examples isn’t changing is the same thing as 
no change in within-cluster variation:
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Applications

kmeans algorithm is very popular and used in a variety of applications 
such as market segmentation, document clustering, image segmentation 
and image compression, etc. [13]. �e goal usually when we undergo a 
cluster analysis is either:

1. Get a meaningful intuition of the structure of the data we’re 
dealing with.

2. Cluster-then-predict where di�erent models will be built for 
di�erent subgroups if we believe there is a wide variation 
in the behaviors of di�erent subgroups. An example of that 
is clustering patients into di�erent subgroups and build a 
model for each subgroup to predict the probability of the 
risk of having heart attack.

Clustering on two cases:

• Geyser eruptions segmentation (2D dataset).
• Image compression.

Advantages of k-means

1. Relatively simple to implement.
2. Scales to large data sets.
3. Guarantees convergence.
4. Can warm-start the positions of centroids. 
5. Easily adapts to new examples.
6. Generalizes to clusters of di�erent shapes and sizes, such as 

elliptical clusters.

Disadvantages of k-means

1. Choosing manually.
2. Being dependent on initial values.
3. Clustering data of varying sizes and density.
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4. Clustering outliers.
5. Scaling with number of dimensions.

Segment 1 - K-means method

Setting up for clustering analysis

Building and running your model
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Plotting your model outputs
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Evaluate your clustering results

6.2 Hierarchial Methods

A Hierarchical clustering method works via grouping data into a tree of 
clusters. Hierarchical clustering begins by treating every data points as a 
separate cluster. �en, it repeatedly executes the subsequent steps:

1. Identify the 2 clusters which can be closest together, and
2. Merge the 2 maximum comparable clusters. We need to con-

tinue these steps until all the clusters are merged together.

In Hierarchical Clustering, the aim is to produce a hierarchical series of 
nested clusters. A diagram called Dendrogram (A Dendrogram is a tree-like 
diagram that statistics the sequences of merges or splits) graphically rep-
resents this hierarchy and is an inverted tree that describes the order in which 
factors are merged (bottom-up view) or cluster are break up (top-down view).

�e basic method to generate hierarchical clustering are:

1. Agglomerative:
Initially consider every data point as an individual Cluster 
and at every step, merge the nearest pairs of the cluster. (It is 
a bottom-up method). At �rst everydata set set is considered 
as individual entity or cluster. At every iteration, the clusters 
merge with di�erent clusters until one cluster is formed.

2. Divisive:
We can say that the Divisive Hierarchical clustering is pre-
cisely the opposite of the Agglomerative Hierarchical clus-
tering. In Divisive Hierarchical clustering, we take into 
account all of the data points as a single cluster and in every 
iteration, we separate the data points from the clusters which 
aren’t comparable. In the end, we are le� with N clusters.
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Working of Dendrogram in Hierarchical clustering

�e dendrogram is a tree-like structure that is mainly used to store each 
step as a memory that the HC algorithm performs. In the dendrogram 
plot, the Y-axis shows the Euclidean distances between the data points, and 
the x-axis shows all the data points of the given dataset.

�e working of the dendrogram can be explained using the below 
diagram:
45

40

35

30

25

20
15 20 25 30 35 45 45 50

25

20

15

10

05

00
P_1 P_2 P_3 P_4 P_5 P_6

Datasets

Eu
cl

id
eq

n 
di

st
an

ce

2 clustersP5

P6

P4

P2
P1

P3

In the above diagram, the le� part is showing how clusters are created in 
agglomerative clustering, and the right part is showing the corresponding 
dendrogram.

• As we have discussed above, �rstly, the datapoints P2 and P3 
combine together and form a cluster, correspondingly a den-
drogram is created, which connects P2 and P3 with a rectan-
gular shape. �e hight is decided according to the Euclidean 
distance between the data points.

• In the next step, P5 and P6 form a cluster, and the corre-
sponding dendrogram is created. It is higher than of previ-
ous, as the Euclidean distance between P5 and P6 is a little 
bit greater than the P2 and P3.

• Again, two new dendrograms are created that combine 
P1, P2, and P3 in one dendrogram, and P4, P5, and P6, in 
another dendrogram.

• At last, the �nal dendrogram is created that combines all the 
data points together.

We can cut the dendrogram tree structure at any level as per our 
requirement.
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Applications of Hierarchical Clustering
1. US Senator Clustering through Twitter
2. Charting Evolution through Phylogenetic Trees
3. Tracking Viruses through Phylogenetic Trees

Advantages of Hierarchical Clustering
1. No apriori information about the number of clusters 

required.
2. Easy to implement and gives best result in some cases.

Disadvantages Of Hierarchical Clustering
1. Algorithm can never undo what was done previously.
2. Time complexity of at least O(n2 log n) is required, where ‘n’

is the number of data points.
3. Based on the type of distance matrix chosen for merging 

di�erent algorithms can su�er with one or more of the 
following:
i) Sensitivity to noise and outliers
ii) Breaking large clusters
iii) Di�culty handling di�erent sized clusters and convex 
shapes

4. No objective function is directly minimized
5. Sometimes it is di�cult to identify the correct number of 

clusters by the dendogram.

Segment 2 - Hierarchial methods

Setting up for clustering analysis
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Decision tree models with CART

Machine Learning has been one of the most rapidly advancing topics to 
study in the �eld of Arti�cial Intelligence. �ere are a lot of algorithms 
under Machine Learning that have speci�cally gained popularity due to 
their transparent nature. One of them is the Decision Tree algorithm, pop-
ularly known as the Classi�cation and Regression Trees (CART) algorithm.

�e CART algorithm is a type of classi�cation algorithm that is required 
to build a decision tree on the basis of Gini’s impurity index. It is a basic 
machine learning algorithm and provides a wide variety of use cases. A 
statistician named Leo Breiman coined the phrase to describe Decision 
Tree algorithms that may be used for classi�cation or regression predictive 
modeling issues. 

CART is an umbrella word that refers to the following types of decision 
trees:

• Classi�cation Trees: When the target variable is continu-
ous, the tree is used to �nd the “class” into which the target 
variable is most likely to fall.

• Regression trees: �ese are used to forecast the value of a 
continuous variable. 

Understanding Decision Tree

A decision Tree is a technique used for predictive analysis in the �elds of 
statistics, data mining, and machine learning. �e predictive model here is 
the decision tree and it is employed to progress from observations about 
an item that is represented by branches and �nally concludes at the item’s 
target value, which is represented in the leaves. Because of their readability 
and simplicity, decision trees are among the most popular machine learn-
ing methods. 

https://www.analyticssteps.com/blogs/top-10-machine-learning-algorithms
https://www.analyticssteps.com/blogs/top-10-machine-learning-algorithms
https://www.analyticssteps.com/blogs/decision-tree-machine-learning
https://www.analyticssteps.com/blogs/what-gini-index-and-information-gain-decision-trees
https://www.analyticssteps.com/blogs/predictive-analytics-techniques-and-applications
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�e structure of a decision tree consists of three main parts: Root nodes, 
Internal Nodes and Leaf Nodes. 

Root Node

Internal
Node

Internal
Node

Internal
Node Leaf NodeLeaf Node

Leaf NodeLeaf Node

Class 1 Class 2

As shown in the diagram, the �rst node or the Root node is the training 
data set, followed by the internal node and leaf node. �e internal node acts 
as the decision-making node, as this is the point at which the node divides 
further based on the best feature of the sub-group. �e �nal node or the 
leaf node is the one that holds the decision.

CART Algorithm

In the decision tree, the nodes are split into subnodes on the basis of a 
threshold value of an attribute. �e CART algorithm does that by search-
ing for the best homogeneity for the subnodes, with the help of the Gini 
Index criterion. 

�e root node is taken as the training set and is split into two by consid-
ering the best attribute and threshold value. Further, the subsets are also 
split using the same logic. �is continues till the last pure sub-set is found 
in the tree or the maximum number of leaves possible in that growing tree. 
�is is also known as Tree Pruning.
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Calculating Gini Index:
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�e formula of Gini Index
Here, c is the total number of classes and P is the probability of class i. 

CART models from Data:

CART models are formed by picking input variables and evaluating split 
points on those variables until an appropriate tree is produced, according 
to Machine Learning Mastery.

Let us look at the steps required to create a Decision Tree using the 
CART algorithm:

• Greedy Algorithm:
�e input variables and the split points are selected through 
a greedy algorithm. Constructing a binary decision tree is a 
technique of splitting up the input space. A predetermined 
ending condition, such as a minimum number of training 
examples given to each leaf node of the tree, is used to halt 
tree building.

  �e input space is divided using the Greedy approach. 
�is is known as recursive binary splitting. �is is a numeri-
cal method in which all of the values are aligned and several 
split points are tried and assessed using a cost function, with 
the split with the lowest cost being chosen. 

  �e cost function that is reduced to determine split points 
for regression predictive modeling problems is the sum 
squared error across all training samples that lie inside the 
rectangle: 

sum(y – p)^2

https://machinelearningmastery.com/classification-and-regression-trees-for-machine-learning/
https://www.analyticssteps.com/blogs/cost-function-machine-learning
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  Here, y is the output of the training sample, and p is the 
estimated output for the rectangle.

  �e Gini index function is used for classi�cation, and it 
indicates how “pure” the leaf nodes are. �e formula for this 
is: 

G = sum(pk * (1 – pk)) 

Here, G is the Gini index, pk is the proportion of training 
instances with class k in the rectangle.

• Stopping Criterion:
As it works its way down the tree with the training data, 
the recursive binary splitting method described above must 
know when to stop splitting.

�e most frequent halting method is to utilize a mini-
mum amount of training data allocated to each leaf node. If 
the count is less than a certain threshold, the split is rejected 
and the node is considered the last leaf node.

�e number of training members is adjusted according 
to the dataset. It speci�es how exact the tree will be to the 
training data. 

• Tree pruning:
A decision tree’s complexity is de�ned as the number of splits 
in the tree. Trees with fewer branches are recommended. 
�ey are simple to grasp and less prone to cluster the data.

Working through each leaf node in the tree and evalu-
ating the e�ect of deleting it using a hold-out test set is the 
quickest and simplest pruning approach. Only leaf nodes 
are eliminated if the total cost function for the complete test 
set decreases. When no additional improvements can be 
achieved, then no more nodes should be removed.

More advanced pruning approaches, such as cost com-
plexity pruning (also known as weakest link pruning), can 
be applied, in which a learning parameter (alpha) is used to 
determine whether nodes can be eliminated depending on 
the size of the sub-tree.

• Data preparation for CART algorithm:
No special data preparation is required for the CART 
algorithm. 
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Advantages of CART algorithm

1. �e CART algorithm is nonparametric, thus it does not 
depend on information from a certain sort of distribution.

2. �e CART algorithm combines both testings with a test 
data set and cross-validation to more precisely measure the 
goodness of �t.

3. CART allows one to utilize the same variables many times in 
various regions of the tree. �is skill is capable of revealing 
intricate interdependencies between groups of variables.

4. Outliers in the input variables have no meaningful e�ect on 
CART.

5. One can loosen halting restrictions to allow decision trees to 
overgrow and then trim the tree down to its ideal size. �is 
method reduces the likelihood of missing essential structure 
in the data set by terminating too soon.

6. To choose the input set of variables, CART can be used in 
combination with other prediction algorithms.

Disadvantage of CART algorithm:

1. A small change in the data can cause a large change in the 
structure of the decision tree causing instability.

2. For a Decision tree sometimes calculation can go far more 
complex compared to other algorithms.

3. Decision tree o�en involves higher time to train the model.
4. Decision tree training is relatively expensive as the complex-

ity and time has taken are more.
5. �e Decision Tree algorithm is inadequate for applying 

regression and predicting continuous values.

Using scipy to generate dendrograms
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Truncated Hierarchical Clustering Dendogram
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6.3 Instance-Based Learning w/k-Nearest Neighbor

Instance-based learning

�e Machine Learning systems which are categorized as instance-based 
learning are the systems that learn the training examples by heart and then 
generalizes to new instances based on some similarity measure [13]. It is 

mailto:https://www.geeksforgeeks.org/machine-learning/
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called instance-based because it builds the hypotheses from the training 
instances [14]. It is also known as memory-based learning or lazy-learn-
ing. �e time complexity of this algorithm depends upon the size of train-
ing data. �e worst-case time complexity of this algorithm is O (n), where 
n is the number of training instances.

For example, If we were to create a spam �lter with an instance-based 
learning algorithm, instead of just �agging emails that are already marked 
as spam emails, our spam �lter would be programmed to also �ag emails 
that are very similar to them. �is requires a measure of resemblance 
between two emails. A similarity measure between two emails could be the 
same sender or the repetitive use of the same keywords or something else.

Advantages:

1. Instead of estimating for the entire instance set, local approx-
imations can be made to the target function.

2. �is algorithm can adapt to new data easily, one which is 
collected as we go.

Disadvantages:

1. Classi�cation costs are high
2. Large amount of memory required to store the data, and 

each query involves starting the identi�cation of a local 
model from scratch.

Some of the instance-based learning algorithms are :

1. K Nearest Neighbor (KNN)
2. Self-Organizing Map (SOM)
3. Learning Vector Quantization (LVQ)
4. Locally Weighted Learning (LWL)

K-Nearest Neighbor (KNN)

• K-Nearest Neighbour is one of the simplest Machine Learning 
algorithms based on Supervised Learning technique.

• K-NN algorithm assumes the similarity between the new 
case/data and available cases and put the new case into the 
category that is most similar to the available categories.
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• K-NN algorithm stores all the available data and classi�es 
a new data point based on the similarity. �is means when 
new data appears then it can be easily classi�ed into a well 
suite category by using K- NN algorithm. 

• K-NN algorithm can be used for Regression as well as for 
Classi�cation but mostly it is used for the Classi�cation 
problems.

• K-NN is a non-parametric algorithm, which means it does 
not make any assumption on underlying data.

• It is also called a lazy learner algorithm because it does not 
learn from the training set immediately instead it stores the 
dataset and at the time of classi�cation, it performs an action 
on the dataset.

• KNN algorithm at the training phase just stores the dataset 
and when it gets new data, then it classi�es that data into a 
category that is much similar to the new data. 

• Example: Suppose, we have an image of a creature that looks 
similar to cat and dog, but we want to know either it is a cat 
or dog. So for this identi�cation, we can use the KNN algo-
rithm, as it works on a similarity measure. Our KNN model 
will �nd the similar features of the new data set to the cats 
and dogs images and based on the most similar features it 
will put it in either cat or dog category.

Input value Predicted Output

KNN Classifier

Why do we need a K-NN Algorithm?

Suppose there are two categories, i.e., Category A and Category B, and we 
have a new data point x1, so this data point will lie in which of these cate-
gories. To solve this type of problem, we need a K-NN algorithm. With the 
help of K-NN, we can easily identify the category or class of a particular 
dataset. Consider the below diagram:
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X2 X2Before K-NN

K-NN

After K-NN

Category A Category A

Category B Category B

New data point

X1 X1

New data point
assigned to
Category 1

How does K-NN work?

�e K-NN working can be explained on the basis of the below algorithm:

• Step-1: Select the number K of the neighbors
• Step-2: Calculate the Euclidean distance of K number of 

neighbors
• Step-3: Take the K nearest neighbors as per the calculated 

Euclidean distance.
• Step-4: Among these k neighbors, count the number of the 

data points in each category.
• Step-5: Assign the new data points to that category for which 

the number of the neighbor is maximum.
• Step-6: Our model is ready.

Suppose we have a new data point and we need to put it in the required 
category. Consider the below image:

X2

X1

Category B

Category A

New Data
point

• Firstly, we will choose the number of neighbors, so we will 
choose the k=5.
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• Next, we will calculate the Euclidean distance between the 
data points. �e Euclidean distance is the distance between 
two points, which we have already studied in geometry. It 
can be calculated as:

Y

Y2

Y1

XX1 X2

A(X1, Y1)

B(X2, Y2)

Euclidean Distance between A1 and B2 = (X2-X1)2+(Y2-Y1)2

• By calculating the Euclidean distance we got the nearest 
neighbors, as three nearest neighbors in category A and two 
nearest neighbors in category B. Consider the below image:

Category B

New Data
point

Category A

Category B:2 neighbors
Category A:3 neighbors

X2

X1

• As we can see the 3 nearest neighbors are from category A, 
hence this new data point must belong to category A. 

How to select the value of K in the K-NN Algorithm?

Below are some points to remember while selecting the value of K in the 
K-NN algorithm:

• �ere is no particular way to determine the best value for 
“K”, so we need to try some values to �nd the best out of 
them. �e most preferred value for K is 5. 
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• A very low value for K such as K=1 or K=2, can be noisy and 
lead to the e�ects of outliers in the model.

• Large values for K are good, but it may �nd some di�culties.

Applications of KNN

1. Text mining
2. Agriculture
3. Finance
4. Medical
5. Facial recognition
6. Recommendation systems (Amazon, Hulu, Net�ix, etc)

Advantages of KNN Algorithm:

• It is simple to implement.
• It is robust to the noisy training data
• It can be more e�ective if the training data is large.

Disadvantages of KNN Algorithm:

• Always needs to determine the value of K which may be 
complex some time.

• �e computation cost is high because of calculating the dis-
tance between the data points for all the training samples.

Segment 3 - Instance-based learning w/ k-Nearest 
Neighbor

Setting up for classi�cation analysis
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Splitting your data into test and training datasets

Building and training your model with training data

Evaluating your model’s predictions against the test dataset



156 Data Science Handbook

References

1. Driver and Kroeber (1932). “Quantitative Expression of Cultural 
Relationships”. University of California Publications in American Archaeology 
and Ethnology. Quantitative Expression of Cultural Relationships: 211–256 
– via http://dpg.lib.berkeley.edu.

2. Zubin, Joseph (1938). “A technique for measuring like-mindedness”. �e 
Journal of Abnormal and Social Psychology. 33 (4): 508–516. doi:10.1037/
h0055441. ISSN 0096-851X.

3. Tryon, Robert C. (1939). Cluster Analysis: Correlation Pro�le and 
Orthometric (factor) Analysis for the Isolation of Unities in Mind and 
Personality. Edwards Brothers.

4. Cattell, R. B. (1943). “�e description of personality: Basic traits resolved 
into clusters”. Journal of Abnormal and Social Psychology. 38 (4): 476–506. 
doi:10.1037/h0054116.

5. Estivill-Castro, Vladimir (20 June 2002). “Why so many clustering algo-
rithms – A Position Paper”. ACM SIGKDD Explorations Newsletter. 4 (1): 
65–75.

6. https://www.javatpoint.com/clustering-in-machine-learning#:~:text=Clus-
tering%20or%20cluster%20analysis%20is,consisting%20of%20similar%20
data%20points.

7. https://www.geeksforgeeks.org/clustering-in-machine-learning/
8. https://machinelearningmastery.com/clustering-algorithms-with-python/
9. https://www.analyticsvidhya.com/blog/2016/11/an-introduction-to-

clustering-and-di�erent-methods-of-clustering/
10. Prakash K.B. Content extraction studies using total distance algorithm, 

2017, Proceedings of the 2016 2nd International Conference on Applied and 
�eoretical Computing and Communication Technology, iCATccT 2016, 
10.1109/ICATCCT.2016.7912085

11. Prakash K.B. Mining issues in traditional indian web documents,2015, Indian 
Journal of Science and Technology, 8(32), 10.17485/ijst/2015/v8i1/77056

12. Prakash K.B., Rajaraman A., Lakshmi M. Complexities in developing 
multilingual on-line courses in the Indian context, 2017, Proceedings 
of the 2017 International Conference On Big Data Analytics and 
Computational Intelligence, ICBDACI 2017, 8070860, 339-342, 10.1109/
ICBDACI.2017.8070860

13. Prakash K.B., Kumar K.S., Rao S.U.M. Content extraction issues in online 
web education, 2017,Proceedings of the 2016 2nd International Conference 
on Applied and �eoretical Computing and Communication Technology, 
iCATccT 2016, 7912086, 680-685, 10.1109/ICATCCT.2016.7912086

14. Prakash K.B., Rajaraman A., Perumal T., Kolla P. Foundations to fron-
tiers of big data analytics, 2016, Proceedings of the 2016 2nd International 
Conference on Contemporary Computing and Informatics, IC3I 2016, 
7917968,242-247, 10.1109/IC3I.2016.7917968



157

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (157–172) © 2022 Scrivener 
Publishing LLC

7

Network Analysis with NetworkX

Association Rules Models with Apriori

Apriori [1] is an algorithm for frequent item set mining and association 
rule learning over relational databases. It proceeds by identifying the fre-
quent individual items in the database and extending them to larger and 
larger item sets as long as those item sets appear su�ciently o�en in the 
database [1]. �e frequent item sets determined by Apriori can be used to 
determine association rules which highlight general trends in the database: 
this has applications in domains such as market basket analysis [2].

�e Apriori algorithm was proposed by Agrawal and Srikant in 1994. 
Apriori is designed to operate on databases containing transactions (for 
example, collections of items bought by customers, or details of a website 
frequentation or IP addresses [2]). Other algorithms are designed for �nd-
ing association rules in data having no transactions (Winepi and Minepi), 
or having no timestamps (DNA sequencing). Each transaction is seen as a 
set of items (an itemset). 

Given athreshold, the Apriori algorithm identi�es the item sets which 
are subsets of at least transactions in the database. 

Apriori uses a “bottom up” approach, where frequent subsets are 
extended one item at a time (a step known as candidate generation), and 
groups of candidates are tested against the data. �e algorithm terminates 
when no further successful extensions are found. 

Apriori uses breadth-�rst search and a Hash tree structure to count can-
didate item setse�ciently. It generates candidate item sets of length from 
item sets of length. �en it prunes the candidates which have an infrequent 
sub pattern. According to the downward closure lemma, the candidate set 
contains all frequent-length item sets. A�er that, it scans the transaction 
database to determine frequent item sets among the candidates. 
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�e pseudo code for the algorithm is given below for a transaction data-
base, and a support threshold of. Usual set theoretic notation is employed, 
though note that is a multiset. is the candidate set for level. At each step, 
the algorithm is assumed to generate the candidate sets from the large 
item sets of the preceding level, heeding the downward closure lemma. 
accesses a �eld of the data structure that represents candidate set, which 
is initially assumed to be zero. Many details are omitted below, usually the 
most important part of the implementation is the data structure used for 
storing the candidate sets, and counting their frequencies. 

Apriori (T, ε)
    L1 ← {large 1 - itemsets}
    k ← 2
while Lk−1is not empty
        Ck ← Apriori_gen (Lk−1, k)
for transactions t in T
            Dt ← {c in Ck : c  ⊆ t}
for candidates c in Dt
                count [c] ← count [c] + 1

        Lk ← {c in Ck : count [c] ≥ ε}
        k ← k + 1

return Union (Lk)

Apriori_gen (L, k)
     result ← list ()
for all p ⊆ L, q ⊆ L where p1 = q1, p2 = q2, ..., pk-2 = qk-2 and pk-1< qk-1
         c = p ∪ {qk-1}
if u ⊆ c for all u in L
             result.add (c)
return result

Advantages of the Apriori algorithm

1. It is an easy-to-implement and easy-to-understand algorithm.
2. It can be used on large itemsets.
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Disadvantages of the Apriori Algorithm

1. Sometimes, it may need to �nd a large number of candidate 
rules which can be computationally expensive.

2. Calculating support is also expensive because it has to go 
through the entire database.

7.1 Working with Graph Objects

Segment 2 - Working with Graph Objects

Creating Graph Objects
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�e Basics about Drawing Graph Objects
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Labeling and Coloring Your Graph Plots
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Identifying Graph Properties

Using Graph Generators
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7.2 Simulating a Social Network (ie; Directed 
Network Analysis)

Neural Networks with a Perceptron

In the Arti�cial Neural Network(ANN), the perceptron is a convenient 
model of a biological neuron, it was the early algorithm of binary classi�ers 
in supervised machine learning. �e purpose behind the designing of the 
perceptron model was to incorporate visual inputs, organizing subjects or 
captions into one of two classes and dividing classes through a line [3, 4].

Classi�cation is one most important elements of machine learning, 
especially in image transformation [5]. Machine learning algorithms 
exploit various means of processing to identify and analyze patterns [6]. 
Proceed with classi�cation tasks, the perceptron algorithms analyze classes 
and patterns in order to attain the linear separation between the various 
class of objects and correspond patterns obtained from numerical or visual 
input data [7].

What is the Perceptron Model, Precisely?

Talking in reference to the history of the perceptron model, it was �rst 
developed at Cornell Aeronautical Laboratory, United States, in 1957 for 
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machine-implemented image recognition. �e machine was �rst ever cre-
ated arti�cial neural networks [8].

At the same time, the perceptron algorithm was expected to be the most 
notable innovation of arti�cial intelligence, it was surrounded with high 
hopes but technical constraints step out the door that turns out with the 
conclusion that single-layered perceptron model only applicable for the 
classes which are linearly separable [9].

Later on, discovered that multi-layered perceptron algorithms enabled 
us to classify non linearly separable groups [10].

Till now, you must have got the core idea of studying the perceptron 
model, let’s move one step closer to target, kinds of perceptron models;

1. Single-layered perceptron model, and
2. Multi-layered perceptron model.

De�ning them in deep!!!

1. Single-layered perceptron model
A single-layer perceptron model includes a feed-forward 
network depends on a threshold transfer function in its 
model [11]. It is the easiest type of arti�cial neural network 
that able to analyze only linearly separable objects with 
binary outcomes (target) i.e. 1, and 0.

Single Layer Percepton Model

Output Layer y

W1

W2

W3

x1

x2

x3

Output
1

0
θif wixi>

otherwise
Input Layer

∑

Single-Layered Perceptron Model

If you talk about the functioning of the single-layered per-
ceptron model, its algorithm doesn’t have previous infor-
mation, so initially, weights are allocated inconstantly, then 
the algorithm adds up all the weighted inputs, if the added 
value is more than some pre-determined value (or, threshold 
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value) then single-layered perceptron is stated as activated 
and delivered output as +1 [12].

  In simple words, multiple input values feed up to the per-
ceptron model, model executes with input values, and if the 
estimated value is the same as the required output, then the 
model performance is found out to be satis�ed, therefore 
weights demand no changes. In fact, if the model doesn’t 
meet the required result then few changes are made up in 
weights to minimize errors [13].

2. Multi-layered perceptron model
A multi-layered perceptron model has a structure similar 
to a single-layered perceptron model with more number of 
hidden layers. It is also termed as a Backpropagation algo-
rithm. It executes in two stages; the forward stage and the 
backward stages [14].

Multi - layer Perceptron Model
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W . X∑

W1x1

xi

xn

Wj
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Multi-Layered Perceptron Model

  In the forward stage, activation functions are originated 
from the input layer to the output layer, and in the back-
ward stage, the error between the actual observed value and 
demanded given value is originated backward in the output 
layer for modifying weights and bias values.

  In simple terms, multi-layered perceptron can be treated 
as a network of numerous arti�cial neurons overhead varied 
layers, the activation function is no longer linear, instead, 
non-linear activation functions such as Sigmoid functions, 
TanH, ReLU activation Functions, etc are deployed for exe-
cution [15].
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Applications

• Classi�cation.
• Encode Database (Multilayer Perceptron).
• Monitor Access Data (Multilayer Perceptron).

Advantages

• Neural networks are �exible and can be used for both regres-
sion and classi�cation problems. Any data which can be 
made numeric can be used in the model, as neural network 
is a mathematical model with approximation functions.

• Neural networks are good to model with nonlinear data with 
large number of inputs; for example, images. It is reliable in 
an approach of tasks involving many features. It works by 
splitting the problem of classi�cation into a layered network 
of simpler elements.

• Once trained, the predictions are pretty fast.
• Neural networks can be trained with any number of inputs 

and layers.
• Neural networks work best with more data points. 

Disdvantages

• Neural networks are black boxes, meaning we cannot know 
how much each independent variable is in�uencing the 
dependent variables.

• It is computationally very expensive and time consuming to 
train with traditional CPUs.

• Neural networks depend a lot on training data. �is leads 
to the problem of over-�tting and generalization. �e mode 
relies more on the training data and may be tuned to the data.

Segment 3 - Simulating a Social Network (ie; Directed 
Network Analysis)
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Generating a Graph Object and Edgelist

Assigning Attributes to Nodes
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Visualize Your Network Graph
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7.3 Analyzing a Social Network

Segment 4 - Analyzing a Social Network
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Considering Degrees in a Social Network

Identifying Successor Nodes
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8

Basic Algorithmic Learning

8.1 Linear Regression

In the most simple words, Linear Regression is the supervised Machine 
Learning model in which the model �nds the best �t linear line between 
the independent and dependent variable i.e it �nds the linear relation-
ship between the dependent and independent variable [1].

Linear Regression is of two types: Simple and Multiple. Simple Linear 
Regression is where only one independent variable is present and the 
model has to �nd the linear relationship of it with the dependent variable 
[2].

Whereas, In Multiple Linear Regression there are more than one inde-
pendent variables for the model to �nd the relationship [3].

Equation of Simple Linear Regression, where bo is the intercept, b1 is 
coe�cient or slope, x is the independent variable and y is the dependent 
variable [4].

y = bo + b1x

Equation of Multiple Linear Regression, where bo is the intercept, 
b1,b2,b3,b4…,bn are coe�cients or slopes of the independent variables 
x1,x2,x3,x4…,xn and y is the dependent variable [5].

y = bo + b1x1 + b2x2 + b3x3 …. + bnxn

A Linear Regression model’s main aim is to �nd the best �t linear 
line and the optimal values of intercept and coe�cients such that the 
error is minimized. Error is the di�erence between the actual value and 
Predicted value and the goal is to reduce this di�erence [6].

Let’s understand this with the help of a diagram.
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In the above diagram,

• x is our dependent variable which is plotted on the x-axis and 
y is the dependent variable which is plotted on the y-axis.

• Black dots are the data points i.e the actual values.
• bo is the intercept which is 10 and b1 is the slope of the x variable.
• �e blue line is the best �t line predicted by the model i.e the 

predicted values lie on the blue line.

�e vertical distance between the data point and the regression line is 
known as error or residual. Each data point has one residual and the sum 
of all the di�erences is known as the Sum of Residuals/Errors [7]. 

Mathematical Approach:

Residual/Error = Actual values – Predicted Values
Sum of Residuals/Errors = Sum(Actual- Predicted Values)
Square of Sum of Residuals/Errors = (Sum(Actual- Predicted Values))2

i.e

∑ ∑= −e Y Y( ˆ )i i i
2 2

Assumptions of Linear Regression

�e basic assumptions of Linear Regression are as follows:

1. Linearity
It states that the dependent variable Y should be linearly 
related to independent variables. �is assumption can be 
checked by plotting a scatter plot between both variables.
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Linear

Copyright 2014. Laerd Statistics.

Linear No Linear relationship

2. Normality
�e X and Y variables should be normally distributed. 
Histograms, KDE plots, Q-Q plots can be used to check the 
Normality assumption. 

Normal Distribution

(a)

(b) (c)

Mode MedianMean

Mode

Non - normal Distribution
Negatively Skewed Positively Skewed

Median
Mean Mode

Median
Mean

3. Homoscedasticity
�e variance of the error terms should be constant i.e the 
spread of residuals should be constant for all values of X. 
�is assumption can be checked by plotting a residual plot. 
If the assumption is violated then the points will form a fun-
nel shape otherwise they will be constant.
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Residuals that show an increasing trend

Residuals that show a decreasing trend
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4. Independence/No Multicollinearity
�e variables should be independent of each other i.e no 
correlation should be there between the independent vari-
ables. To check the assumption, we can use a correlation 
matrix or VIF score. If the VIF score is greater than 5 then 
the variables are highly correlated [8].

In the below image, a high correlation is present between 
x5 and x6 variables.
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Variables Correlated With Getting Hired
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5. �e error terms should be normally distributed. Q-Q plots 
and Histograms can be used to check the distribution of 
error terms.

Histogram of residuals d
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6. No Autocorrelation
�e error terms should be independent of each other. 
Autocorrelation can be tested using the Durbin Watson test. 
�e null hypothesis assumes that there is no autocorrelation. 
�e value of the test lies between 0 to 4. If the value of the 
test is 2 then there is no autocorrelation [9].
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Reject H0:
positive
autocorrelation

Do not reject
H0: No evidence
of autocorrelation

Inconclusive

0 dL du 4-du 4-dL 42

Inconclusive
Reject H0:
negative
autocorrelation

How to deal with the Violation of any of the Assumption

�e Violation of the assumptions leads to a decrease in the accuracy of the 
model therefore the predictions are not accurate and error is also high. For 
example, if the Independence assumption is violated then the relationship 
between the independent and dependent variable can not be determined 
precisely [10].

�ere are various methods are techniques available to deal with the vio-
lation of the assumptions. Let’s discuss some of them below.

Violation of Normality Assumption of Variables or Error Terms

To treat this problem, we can transform the variables to the normal distri-
bution using various transformation functions such as log transformation, 
Reciprocal, or Box-Cox Transformation [11]. All the functions are dis-
cussed in this article of mine: How to transform into Normal Distribution

Violation of MultiCollineraity Assumption 

It can be dealt with by:

• Doing nothing (if there is no major di�erence in the accuracy)
• Removing some of the highly correlated independent variables.
• Deriving a new feature by linearly combining the indepen-

dent variables, such as adding them together or performing 
some mathematical operation.

• Performing an analysis designed for highly correlated vari-
ables, such as principal components analysis [12].

Evaluation Metrics for Regression Analysis

To understand the performance of the Regression model performing 
model evaluation is necessary. Some of the Evaluation metrics used for 
Regression analysis are:

https://www.analyticsvidhya.com/blog/2021/05/how-to-transform-features-into-normal-gaussian-distribution/
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1. R squared or Coe�cient of Determination
�e most commonly used metric for model evaluation in regression anal-
ysis is R squared. It can be de�ned as a Ratio of variation to the Total 
Variation. �e value of R squared lies between 0 to 1, the value closer to 1 
the better the model [13].

∑
∑

= − =
−

−
R SS

SS

y y

y y
1

( ˆ )

( )
RES

TOT

i i
i

i i
i

2

2

2

where SSRES is the Residual Sum of squares and SSTOT is the Total Sum 
of squares

2. Adjusted R squared
It is the improvement to R squared. �e problem/drawback with R2 is 
that as the features increase, the value of R2 also increases which gives 
the illusion of a good model. So the Adjusted R2 solves the drawback of 
R2. It only considers the features which are important for the model and 
shows the real improvement of the model. Adjusted R2 is always lower 
than R2.

= − − −
− −

R adjusted 1 (1 R )(N 1)
N p 1

2
2

where
R2 = sample R-square
p = Number of predictors
N = Total sample size.

3. Mean Squared Error (MSE)
Another Common metric for evaluation is Mean squared error which is 
the mean of the squared di�erence of actual vs predicted values [14].

MSE
n

y y1 2˘
The square of the difference

between actual and
prediccted
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4. Root Mean Squared Error (RMSE)
It is the root of MSE i.e Root of the mean di�erence of Actual and Predicted 
values. RMSE penalizes the large errors whereas MSE doesn’t [15].

∑= −
=

n
y yRMSE 1 ( ˆ )i i

i

n
2

1

Segment 1 - Linear Regression

(Multiple) linear regression on the enrollment data

In Multiple Linear Regression there are more than one independent vari-
ables for the model to �nd the relationship.

Equation of Multiple Linear Regression, where bo is the intercept, 
b1,b2,b3,b4…,bn  are coe�cients or slopes of the independent variables 
x1,x2,x3,x4…,xn and y is the dependent variable.

y = bo + b1x1 + b2x2 + b3x3 …. + bnxn
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(Multiple) linear regression on the enrollment data
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8.2 Logistic Regression

Logistic regression is a statistical analysis method used to predict a data 
value based on prior observations of a data set. Logistic regression has 
become an important tool in the discipline of  machine learning. �e 
approach allows an algorithm being used in a machine learning applica-
tion to classify incoming data based on historical data. As more relevant 
data comes in, the algorithm should get better at predicting classi�cations 
within data sets. Logistic regression can also play a role in data prepara-
tion activities by allowing data sets to be put into speci�cally prede�ned 
buckets during the extract, transform, load (ETL) process in order to stage 
the information for analysis.

A logistic regression model predicts a dependent data variable by ana-
lyzing the relationship between one or more existing independent vari-
ables. For example, a logistic regression could be used to predict whether 
a political candidate will win or lose an election or whether a high school 
student will be admitted to a particular college.

�e resulting analytical model can take into consideration multiple 
input criteria. In the case of college acceptance, the model could consider 
factors such as the student’s grade point average, SAT score and number of 
extracurricular activities. Based on historical data about earlier outcomes 
involving the same input criteria, it then scores new cases on their proba-
bility of falling into a particular outcome category.

Purpose and Examples of Logistic Regression

Logistic regression is one of the most commonly used machine learning 
algorithms for binary classi�cation problems, which are problems with two 
class values, including predictions such as “this or that,” “yes or no” and “A 
or B.”

�e purpose of logistic regression is to estimate the probabilities of 
events, including determining a relationship between features and the 
probabilities of particular outcomes.

One example of this is predicting if a student will pass or fail an exam 
when the number of hours spent studying is provided as a feature and the 
variables for the response has two values: pass and fail.

Organizations can use insights from logistic regression outputs to 
enhance their business strategies so they can achieve their business goals, 
including reducing expenses or losses and increasing ROI in marketing 
campaigns, for example.

https://whatis.techtarget.com/definition/data-set
https://searchenterpriseai.techtarget.com/definition/machine-learning-ML
https://whatis.techtarget.com/definition/algorithm
https://searchbusinessanalytics.techtarget.com/definition/data-preparation
https://searchbusinessanalytics.techtarget.com/definition/data-preparation
https://searchdatamanagement.techtarget.com/definition/Extract-Load-Transform-ELT
https://whatis.techtarget.com/definition/dependent-variable
https://whatis.techtarget.com/definition/historical-data
https://searchcio.techtarget.com/definition/ROI
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An e-commerce company that mails expensive promotional o�ers to 
customers would like to know whether a particular customer is likely to 
respond to the o�ers or not. For example, they’ll want to know whether 
that consumer will be a “responder” or a “non responder.” In marketing, 
this is called propensity to respond modeling.

Likewise, a credit card company develops a model to decide whether 
to issue a credit card to a customer or not will try to predict whether the 
customer is going to default or not on the credit card based on such char-
acteristics as annual income, monthly credit card payments and number of 
defaults. In banking parlance, this is known as default propensity modeling.

Uses of Logistic Regression

Logistic regression has become particularly popular in online advertising, 
enabling marketers to predict the likelihood of speci�c website users who 
will click on particular advertisements as a yes or no percentage.

Logistic regression can also be used in:

• Healthcare to identify risk factors for diseases and plan pre-
ventive measures.

• Weather forecasting apps to predict snowfall and weather 
conditions.

• Voting apps to determine if voters will vote for a particular 
candidate.

• Insurance to predict the chances that a policy holder will die 
before the term of the policy expires based on certain crite-
ria, such as gender, age and physical examination.

• Banking to predict the chances that a loan applicant will 
default on a loan or not, based on annual income, past 
defaults and past debts.

Logistic Regression vs. Linear Regression

�e main di�erence between logistic regression and linear regression is 
that logistic regression provides a constant output, while linear regression 
provides a continuous output.

In logistic regression, the outcome, such as a dependent variable, only 
has a limited number of possible values. However, in linear regression, the 
outcome is continuous, which means that it can have any one of an in�nite 
number of possible values. 

https://searchcio.techtarget.com/definition/e-commerce
https://searchsoftwarequality.techtarget.com/definition/application
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Logistic regression is used when the response variable is categorical, 
such as yes/no, true/false and pass/fail. Linear regression is used when 
the response variable is continuous, such as number of hours, height and 
weight.

For example, given data on the time a student spent studying and that 
student’s exam scores, logistic regression and linear regression can predict 
di�erent things.

With logistic regression predictions, only speci�c values or categories 
are allowed. �erefore, logistic regression can predict whether the student 
passed or failed. Since linear regression predictions are continuous, such 
as numbers in a range, it can predict the student’s test score on a scale of 
0-100.

Advantages of Logistic Regression

1. Logistic regression is easier to implement, interpret, and 
very e�cient to train.

2. It makes no assumptions about distributions of classes in 
feature space.

3. It can easily extend to multiple classes (multinomial regres-
sion) and a natural probabilistic view of class predictions.

4. It not only provides a measure of how appropriate a predic-
tor (coe�cient size) is, but also its direction of association 
(positive or negative).

5. It is very fast at classifying unknown records.
6. Good accuracy for many simple data sets and it performs 

well when the dataset is linearly separable.
7. It can interpret model coe�cients as indicators of feature 

importance.
8. Logistic regression is less inclined to over-�tting but it can 

over�t in high dimensional datasets .One may consider 
Regularization (L1 and L2) techniques to avoid over-�tting 
in these scenarios.

Disadvantages of Logistic Regression

1. If the number of observations is lesser than the number of 
features, Logistic Regression should not be used, otherwise, 
it may lead to over�tting.

2. It constructs linear boundaries.
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3. �e major limitation of Logistic Regression is the assump-
tion of linearity between the dependent variable and the 
independent variables.

4. It can only be used to predict discrete functions. Hence, the 
dependent variable of Logistic Regression is bound to the 
discrete number set.

5. Non-linear problems can’t be solved with logistic regression 
because it has a linear decision surface. Linearly separable 
data is rarely found in real-world scenarios.

6. Logistic Regression requires average or no multicollinearity 
between independent variables.

7. It is tough to obtain complex relationships using logistic 
regression. More powerful and compact algorithms such as 
Neural Networks can easily outperform this algorithm.

8. In Linear Regression independent and dependent variables 
are related linearly. But Logistic Regression needs that inde-
pendent variables are linearly related to the log odds (log(p/
(1-p)).

Segment 2 - Logistic Regression



Basic Algorithmic Learning 187

Logistic Regression on mtcars
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Checking for Missing Values

Checking that your Target is Binary or Ordinal
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Checking that your Dataset size is Su�cient

Deploying and Evaluating your Model

8.3 Naive Bayes Classi�ers

What is a Classi�er?

A classi�er is a machine learning model that is used to discriminate di�er-
ent objects based on certain features.
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Principle of Naive Bayes Classi�er:

A Naive Bayes classi�er is a probabilistic machine learning model that’s used 
for classi�cation task. �e crux of the classi�er is based on the Bayes theorem.

Bayes �eorem:

=P A B P B A P A
P B

( | ) ( | ) ( )
( )

Using Bayes theorem, we can �nd the probability of A happening, given that 
B has occurred. Here, B is the evidence and A is the hypothesis. �e assump-
tion made here is that the predictors/features are independent. �at is presence 
of one particular feature does not a�ect the other. Hence it is called naive.

Example:

Let us take an example to get some better intuition. Consider the problem 
of playing golf. �e dataset is represented as below.
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We classify whether the day is suitable for playing golf, given the features 
of the day. �e columns represent these features and the rows represent 
individual entries. If we take the �rst row of the dataset, we can observe 
that is not suitable for playing golf if the outlook is rainy, temperature is 
hot, humidity is high and it is not windy. We make two assumptions here, 
one as stated above we consider that these predictors are independent. �at 
is, if the temperature is hot, it does not necessarily mean that the humidity 
is high. Another assumption made here is that all the predictors have an 
equal e�ect on the outcome. �at is, the day being windy does not have 
more importance in deciding to play golf or not.

According to this example, Bayes theorem can be rewritten as:

=P y X P X y P y
P X

( | ) ( | ) ( )
( )

�e variable y is the class variable(play golf), which represents if it is 
suitable to play golf or not given the conditions. Variable X represent the 
parameters/features.

X is given as,

X = (x1, x2, x3, ….., xn)

Here x_1,x_2….x_n represent the features, i.e they can be mapped 
to outlook, temperature, humidity and windy. By substituting for X and 
expanding using the chain rule we get,

… = …
…

P y x x P x y P x y P x y P y
P x P x P x

( | , , ) ( | ) ( | ) ( | ) ( )
( ) ( ) ( )n

n

n
1

1 2

1 2

Now, you can obtain the values for each by looking at the dataset and 
substitute them into the equation. For all entries in the dataset, the denom-
inator does not change, it remain static. �erefore, the denominator can be 
removed and a proportionality can be introduced.

∏… ∝
=

P y x x P y P x y( | , , ) ( ) ( | )n i
i

n
1

1

In our case, the class variable(y) has only two outcomes, yes or no. �ere 
could be cases where the classi�cation could be multivariate. �erefore, we 
need to �nd the class y with maximum probability.
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∏=
=

y argmax P y P x y( ) ( | )y i
i

n

1

Using the above function, we can obtain the class, given the predictors.

Types of Naive Bayes Classi�er:

Multinomial Naive Bayes:

�is is mostly used for document classi�cation problem, i.e whether a 
document belongs to the category of sports, politics, technology etc. �e 
features/predictors used by the classi�er are the frequency of the words 
present in the document.

Bernoulli Naive Bayes:

�is is similar to the multinomial naive bayes but the predictors are bool-
ean variables. �e parameters that we use to predict the class variable take 
up only values yes or no, for example if a word occurs in the text or not.

Gaussian Naive Bayes:

When the predictors take up a continuous value and are not discrete, we 
assume that these values are sampled from a gaussian distribution.

The Normal Distribution
f(x)

x
µ

Gaussian Distribution (Normal Distribution)

Since the way the values are present in the dataset changes, the formula for 
conditional probability changes to,
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Applications of Naive Bayes Algorithm

As you must’ve noticed, this algorithm o�ers plenty of advantages to its 
users. �at’s why it has a lot of applications in various sectors too. Here are 
some applications of Naive Bayes algorithm:

• As this algorithm is fast and e�cient, you can use it to make 
real-time predictions.

• �is algorithm is popular for multi-class predictions. You 
can �nd the probability of multiple target classes easily by 
using this algorithm.

• Email services (like Gmail) use this algorithm to �gure out 
whether an email is a spam or not. �is algorithm is excel-
lent for spam �ltering.

• Its assumption of feature independence, and its e�ective-
ness in solving multi-class problems, makes it perfect for 
performing Sentiment Analysis. Sentiment Analysis refers 
to the identi�cation of positive or negative sentiments of a 
target group (customers, audience, etc.)

• Collaborative Filtering and the Naive Bayes algorithm work 
together to build recommendation systems. �ese systems 
use data mining and machine learning to predict if the user 
would like a particular resource or not. 

Advantages of Naive Bayes

• �is algorithm works very fast and can easily predict the 
class of a test dataset. 

• You can use it to solve multi-class prediction problems as it’s 
quite useful with them. 

• Naive Bayes classi�er performs better than other models 
with less training data if the assumption of independence of 
features holds. 

• If you have categorical input variables, the Naive Bayes algo-
rithm performs exceptionally well in comparison to numer-
ical variables. 
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Disadvantages of Naive Bayes

• If your test data set has a categorical variable of a category 
that wasn’t present in the training data set, the Naive Bayes 
model will assign it zero probability and won’t be able to 
make any predictions in this regard. �is phenomenon is 
called ‘Zero Frequency,’ and you’ll have to use a smoothing 
technique to solve this problem.

• �is algorithm is also notorious as a lousy estimator. So, you 
shouldn’t take the probability outputs of ‘predict_proba’ too 
seriously. 

• It assumes that all the features are independent. While it 
might sound great in theory, in real life, you’ll hardly �nd a 
set of independent features. 

Segment 3 - Naive Bayes Classi�ers

Naive Bayes

Using Naive Bayes to Predict Spam
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Web-Based Data Visualizations with Plotly

9.1 Collaborative Analytics

Collaborative analytics is part of the broader movement in analytics to 
approach BI from a community-driven perspective. It uses a combination 
of business intelligence so�ware and collaboration tools to allow a broad 
spectrum of people in an organization- (and beyond) to participate in data 
analytics. 

Collaborative analytics emphasizes the problem-solving process, cor-
rectly identifying that data analysis that generates the most valuable insights 
doesn’t happen in a vacuum. Without the input of people who have a thor-
ough understanding of the industry, are talking with customers, working 
on product development, managing production, etc., data analysts are 
operating without context. 

What collaborative analytics includes

Functionally, collaborative analytics includes a variety of elements. It 
involves collaboration around the discovery, creation, sharing, and use of 
data assets. For example, a sales leader may realize that a particular dataset 
in the organization’s CRM would be valuable for a particular use, recom-
mending to the data team that they make that data available in the analytics 
tool. Collaborative analytics also works the other direction — data teams 
make business users aware of endorsed datasets and the data resources 
available and how to best use them. �is “best use” education may involve 
a formal training program on data skills, or it may happen on an informal 
basis, as needed. More likely, it’s a mix of both.

While human minds are an indispensable part of collaborative analytics, 
the process also makes use of AI. Much of AI’s potential when it comes 
to knowledge sharing remains to be realized, but current capabilities are 
valuable, including improving community exposure and streamlining 

https://searchbusinessanalytics.techtarget.com/definition/collaborative-BI-collaborative-business-intelligence
https://www.sigmacomputing.com/blog/business-intelligence-doesnt-need-more-ai-it-needs-more-humans/
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processes. AI’s ability to do things like identify similar datasets in a ware-
house, encourage joins, and prompt users to try di�erent visualizations to 
reveal trends more e�ectively dramatically improves a company’s pro�-
ciency with collaborative analytics.

Tool capabilities that enable collaboration

What does collaborative analytics so�ware look like in action? �ere are a 
few capabilities that facilitate the process. 

• Team workspaces — Team workspaces governed by permis-
sions and controls that ensure security allow employees with 
teams and across teams to collaborate.

• Reusable work�ows — Datasets used and analyses con-
ducted by one team are able to be saved and reused by others.

• Single source of truth — Data is centralized and available 
via a single access point, ensuring that everyone is using the 
same version of the data.

• Chat — Built-in or API-integrated collaboration tools allow 
team members to ask questions, make comments, and tag 
others for feedback. 

• Visual, collaborative data modeling — A visual approach
to data modeling allows business users to participate with-
out writing code. Schemas and tables are available for all 
users to explore, and business users can create or contribute 
to new data models  and add their input to existing datasets.

What’s holding companies back from being community-driven

Although most organizations aspire to be collaborative, the reality is that 
roadblocks are preventing full adoption. Here’s what holding companies 
back and what they can do to remove these roadblocks. 

Most popular BI tools weren’t built to be collaborative
While many legacy tools have bolted-on analytics collabora-
tion functionality, they haven’t been built from the ground up 
with collaboration in mind. �is results in clunky or compli-
cated user experiences that, in practice, end up preventing 
business users from being as involved as they want to (and 

https://www.sigmacomputing.com/blog/announcing-visual-data-modeling/


Web-Based Data Visualizations with Plotly 199

should be). To implement collaborative analytics well, you 
need a tool that has an easy-to-use UX that enables all types of 
people to explore data, not just those with SQL knowledge.
Many newer tools that aim to be collaborative only o�er 
limited access to business users
Even many solutions that were built with collaboration 
tools as foundational features don’t o�er business users   
the ability to ask unique questions, or explore reports with 
set parameters. True collaboration is limited to those with 
technical skills on the data team. �ere’s no ability for busi-
ness users to participate in data modeling or conduct que-
ries beyond a limited, pre-designed sandbox where they are 
second-class data citizens. 
Some organizations aren’t taking advantage of cloud data 
warehouse capabilities that enable collaborative analytics
In order to implement collaborative analytics, you must have 
the right infrastructure in place with the right capabilities. 
Modern cloud data warehouses like Snow�ake and Google 
BigQuery can store massive amounts of data, scale to meet 
analytical demands of entire organizations, and make it pos-
sible to centralize company data for holistic analysis. �ey 
are a requirement for any company seriously considering a 
collaborative and community-driven approach to analytics. 
Many organizations aren’t using an A&BI solution that 
enables a community-driven approach with protective 
governance
Opening up data access, exploration, and analysis without 
compromising security demands a modernized approach 
to data governance. To be truly community-driven, your 
analytics and BI solution must make data accessible and 
approachable for everyone while upholding strict compli-
ance and security standards. 

Bene�ts of a collaborative approach to analytics & BI

We’ve established that you need the right tools in order to truly achieve 
collaboration. But implementing tools is always a bit of work and requires 
resources. Is collaborative analytics worth it? Here are a few of the many 
bene�ts that provide a strong answer of “yes.”

https://www.sigmacomputing.com/blog/data-modeling-techniques-and-concepts-to-know-as-you-build-a-better-data-culture/
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Discovery of available data

Data sources and datasets can easily remain undiscovered or be over-
looked without someone pointing them out to the larger team. When a 
broad spectrum of people serving a variety of roles is involved in the data 
analytics process, an organization is able to identify and share all its valu-
able data and put it to use. 

Better use of available data

Companies sit on a treasure trove of data. But 73% of it goes unused for 
analytics. When all the data relevant to a given question is brought to bear, 
collaborative teams can make better use of the data. �ose on the data team 
can endorse the most relevant and accurate data, and business users under-
stand the nuances of meaning that can be derived from it.

Fuller use of domain experts’ knowledge

When domain experts are limited to static dashboards built by the data 
team, the organization allows much of their knowledge to go to waste. 
�ese domain experts can ask more meaningful follow-up questions due 
to their on-the-ground understanding of the situation that’s the subject of 
the inquiry. Organizations are already paying for this knowledge — with 
collaborative analytics, they’re able to maximize their investment.

More accurate answers to the “why” questions

Data teams’ expertise lies in the areas of data sourcing, processing, model-
ing, and analytics. �ey aren’t typically talking to the customers, working 
with the product, or spending time observing the production line. For this 
reason, they’re extremely adept at identifying trends and issues, but they 
o�en don’t know what questions to ask to �nd out why trends and issues 
are happening. �ey are, of course, able to narrow down the “why” pos-
sibilities. But past a certain point, their analysis is guesswork. �ey need 
input from those with domain expertise, who are seeing and hearing things 
that aren’t showing up in the data. 

At times, this input can save a company from making costly errors. For 
example, an analyst may discover that sales have dropped in a particular 
region of the country while all other regions remain strong. Without input 
from the territory manager, the real cause will remain unknown. �e com-
pany could waste millions of dollars rectifying a “problem” that doesn’t 

https://www.inc.com/jeff-barrett/misusing-data-could-be-costing-your-business-heres-how.html
https://www.inc.com/jeff-barrett/misusing-data-could-be-costing-your-business-heres-how.html
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exist — only to discover that the drop was due to a di�erent problem that 
requires another outlay of cash in order to solve the issue.

Faster speed to insight

�e faster you can collaborate and bring all knowledge and perspectives to 
bear, the faster your speed to insight. Yes, a certain level of collaboration 
can happen without the appropriate tools and processes. But o�en, compa-
nies that “win” are those who are able to move quickly — before compet-
itors. And in cases where insights are necessary to solve problems, speed 
can mean signi�cant cost savings. 

Generate curiosity and encourage people to look for new insights

Another major bene�t is that collaborative analytics encourages curios-
ity. When domain experts have the ability to participate and their input 
is taken into account, they’re motivated to look for new insights on their 
own. �is tendency is of great value to an organization, as the company is 
able to innovate and move in ways it wouldn’t be able to otherwise.

What to look for in collaborative analytics & BI so�ware

Because many collaborative analytics tools are limited in their collabora-
tive functionality, you’ll want to do your research before committing to 
one. Here’s what to look for in collaborative BI so�ware to ensure you 
experience the bene�ts that a community-driven approach has to o�er. 

Full set of collaboration tools

Look for team workspaces that allow users to collaborate on analysis as 
individual teams and share data with other teams in the organization. Be 
sure that business users can easily build on each other’s work and share 
insights using connected tools that they already use in their everyday 
work�ows, such as Slack and email.

Robust permissions and security features

Be sure that business users won’t be hindered from fully making use of 
the tool in the name of security. Robust permissions and security features, 
alongside a balanced data governance program, allow the people who 
should have access to fully explore and use the tool.

https://www.sigmacomputing.com/blog/building-a-data-governance-framework-that-makes-data-accessible-and-minimizes-risk/
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Collaboration in exploration

Your collaborative analytics tool should be built with both technical and 
business users in mind. Technical users should be able to easily perform all 
their tasks in the tool. At the same time, business users should be able to 
experience an intuitive interface based on popular non-technical tools like 
Microso� O�ce to explore data, create their own visualizations, contribute 
their perspectives, and work as equals with the data team. Your tool should 
allow anyone to do a deep-dive series of queries — a capability that Sigma 
excels in. 

Reusable datasets and analyses

An essential part of collaboration is the ability to build on the work of oth-
ers. Your collaborative analytics tool should allow you to reuse datasets and 
analyses that other teams have already added and created.

Collaborative data modeling

Before business users can make use of data, it must be modeled. Ideally, 
business users will collaborate with technical users on the modeling 
process, and for this purpose, visual data modeling capability is a must. 
Collaboration in a central location using a visual format that anyone can 
understand ensures that business users aren’t modeling data on their desk-
tops using the Excel program installed on their hard drive, while at the 
same time keeping data democratized.

How to build a collaborative analytics culture

While tools are important, they’re not enough. A 2019 survey by 
NewVantage Partners revealed that 95% of executives said their di�culty 
in becoming data-driven is a result of cultural challenges around data. You 
can have all the best tools, from a modern cloud data warehouse to the best 
collaborative analytics platform, and still fail to experience the bene�ts of 
collaboration. 

Beyond the tools, you need a collaborative analytics culture that encour-
ages users to view one another with respect, to value a variety of perspec-
tives, and to take advantage of their ability to uncover the “whys” behind 
the trends. Here are the primary steps you’ll need to take to build a collab-
orative analytics culture.

https://www.sigmacomputing.com/product/data-modeling/
http://newvantage.com/wp-content/uploads/2018/12/Big-Data-Executive-Survey-2019-Findings-Updated-010219-1.pdf
https://www.sigmacomputing.com/blog/how-to-build-a-collaborative-analytics-culture/
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Emphasize the bene�ts of collaborative analytics

Showing your people just how collaborative analytics can bene�t not only 
the company at large but also each of their teams will go a long way in 
generating buy-in. When team members understand the value of collabo-
ration, they’ll be motivated to contribute and to seek the contributions of 
others. 

Break down silos between departments

�e default style of most organizations is for departments to operate inde-
pendently, in silos. �is is such a norm that it has become the target of 
jokes. 

To build a collaborative analytics culture, you’ll need to disrupt this pat-
tern. To do this, you’ll need to communicate your vision for collabora-
tion, open up cross-departmental communications, hold cross-functional 
trainings, and put other measures in place designed to build trust between 
departments. 95% of executives said cultural challenges hindered their 
ability to become data-driven. 

Promote diversity of perspectives

One of the most important tasks involved in building a culture of collabo-
ration is to promote diversity. Help everyone to understand just why other 
perspectives are so valuable. Point to the success of other organizations 
using collaboration to reach their goals. Everyone in the organization should 
receive a loud and clear message that each individual perspective is valued. 

Encourage curiosity

Truly data-driven teams run on curiosity. �ey’re constantly asking the “why” 
questions — and following up with additional “why” questions. Encourage 
both your data team and your domain experts to get curious and explore 
data to satisfy their curiosity and generate valuable insights in the process. 

Build a balanced data governance program

Data democratization doesn’t have to look like the Wild West. A data gov-
ernance framework that simultaneously makes data accessible while min-
imizing risk will ensure that people don’t fear collaboration. �e need for 
data governance is nothing new, and best practices have remained fairly 

https://dilbert.com/strip/2008-10-12
https://dilbert.com/strip/2008-10-12
https://www.sigmacomputing.com/blog/open-data-access-is-it-really-the-wild-west/
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consistent. Snow�ake’s Chief Data Evangelist, Kent Graziano, aptly says, 
“What might be surprising to many people is that data governance best 
practices have existed for a couple of decades. �e questions have already 
been answered. We now need to force ourselves into the discipline of fol-
lowing those best practices.”

Democratize access to data

Finally, a collaborative analytics culture depends on democratized access 
to data. As long as an organization restricts data access to the technical 
elite, domain experts will not feel that their voice is valued in the data con-
versation. Yes, security measures must be put in place, and processes must 
be followed. But business users should be able to easily use your data ana-
lytics tool — and in a broader capacity than simply making comments in a 
chat function and viewing pre-designed dashboards.

Community-driven analytics is the future

Due to the invaluable bene�ts of collaborative analytics, many organizations 
are in a race to become more community-driven. As the research shows, 
the majority of those companies that are not yet taking advantage of col-
laborative analytics processes are planning to implement collaborative 
analytics in the future. Only 11% of companies say they don’t plan to follow 
the collaborative path. 

To start seeing the bene�ts that community-driven analytics o�ers and 
compete with organizations that are, you’ll need to start building your col-
laborative capabilities and culture now.

Advantages

• Data analytics helps an organization make better decisions
Lot of times decisions within organizations are made more 
on gut feel rather than facts and data. One of the reasons for 
this could be lack of access to quality data that can help with 
better decision making. Analytics can help with transform-
ing the data that is available into valuable information for 
executives so that better decisions can be made. �is can be 
a source of competitive advantage if fewer poor decisions are 
made since poor decisions can have a negative impact on a 
number of areas including company growth and pro�tability. 

https://www.sigmacomputing.com/blog/kent-graziano-on-the-evolution-of-the-data-warehouse-and-the-future-of-data-governance/
https://blog.ventanaresearch.com/use-collaboration-to-maximize-the-value-of-your-analytics
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• Increase the e�ciency of the work
Analytics can help analyse large amounts of data quickly 
and display it in a formulated manner to help achieve spe-
ci�c organizational goals. It encourages a culture of e�-
ciency and teamwork by allowing the managers to share the 
insights from the analytics results to the employees. �e gaps 
and improvement areas within a company become evident 
and actions can be taken to increase the overall e�ciency of 
the workplace thereby increasing productivity [1]. 

• �e analytics keeps you updated of your customer 
behavioural changes
In today’s world, customers have a lot of choices. If organiza-
tions are not tuned to customer desires and expectations, they 
can soon �nd themselves in a downward spiral. Customers 
tend to change their minds as they are continuously exposed 
to new information in this era of digitization. With vast 
amount of customer data, it is practically impossible for orga-
nizations to make senses of all the changes in customer per-
ception data without using the power of analytics. Analytics 
gives you insights into how your target market thinks and if 
there is any change. Hence, being aware of shi� in customer 
behaviour can provide a decisive advantage to companies so 
that they can react faster to the market changes [2].

• Personalization of products and services
Gone are the days where a company could sell a standard set of 
products and services to customers. Customers crave products 
and services that can meet their individual needs. Analytics 
can help companies keep track of what kind of service, prod-
uct, or content is preferred by the customer and then show the 
recommendations based on their preferences. For example, 
in social media, we usually see what we like to see, all of this 
is made possible due to the data collection and analytics that 
companies do. Data analytics can help provide targeted ser-
vices to customers based on their individual requirements [3]. 

• Improving quality of products and services
Data analytics can help with enhancing the user experience 
by detecting and correcting errors or avoiding non-value-
added tasks. For example, self-learning systems can use data 
to understand the way customers are interacting with the 
tools and make appropriate changes to improve user expe-
rience. In addition, data analytics can help with automated 
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data cleansing and improving the quality of data and consec-
utively bene�ting both customers and organizations [4]. 

Disadvantages

• Lack of alignment within teams
�ere is a lack of alignment between di�erent teams or depart-
ments within an organization. Data analytics may be done by 
a select set of team members and the analysis done may be 
shared with a limited set of executives. However, the insights 
generated by these teams are either of not much value or are 
having limited impact on organizational metrics. �is could 
be due to a “silos” way of working with each team only using 
their existing processes disconnected from other departments. 
�e analytics team should be focussed on answering the right 
questions for the business and the results generated by data 
analytics teams needs to be properly communicated to the 
right employees to drive the right set of actions and behaviours 
so that it can have an positive impact on the organization [5]. 

• Lack of commitment and patience
Analytics solutions are not di�cult to implement, however, 
they are costly, and the ROI is not immediate. Especially, if 
existing data is not available, it may take time to put pro-
cesses and procedures in place to start collecting the data. By 
nature, the analytics models improve accuracy over time and 
require dedication to implement the solution. Since the busi-
ness users do not see results immediately, they sometimes 
lose interest which results in loss of trust and the models fail. 
When an organization decides to implement data analytics 
methods, there needs to be a feedback loop and mechanism 
in place to understand what is working and what is not, and 
corrective actions are required to �x things that are broken. 
Without this closed loop system, senior management may 
decide that analytics is not working or much valuable and 
may abandon the entire exercise [6]. 

• Low quality of data
One of the biggest limitations of data analytics is lack of access 
to quality data. It is possible that companies already have 
access to a lot of data, but the question is do they have the 
right data that they need? A top down approach is required 
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where the business questions that need to be answered need 
to be known �rst and what data is required to answer these 
questions can then be determined. In some cases, data may 
have been collected for historical reasons may not be suitable 
to answer the questions that we ask today. At other times, even 
though we have the right metrics that we are collecting data 
on, the quality of the data collection may be poor. �ere can 
be instances where adequate data is not available or is miss-
ing for proper analytics to be done. As they say, garbage-in 
garbage-out. If the data quality is poor, the decision made by 
using this data is also going to be poor. Hence, actions must be 
taken to �x the quality of the data before it can be e�ectively 
used within organizations [7]. 

• Privacy concerns
Sometimes, data collection might breach the privacy of the 
customers as their information such as purchases, online trans-
actions, and subscriptions are available to companies whose 
services they are using. Some companies might exchange those 
datasets with other companies for mutual bene�t. Certain data 
collected can also be used against a person, country, or com-
munity. Organizations need to be cautious of what sort of data 
they are collecting from customers and ensure the security and 
con�dentiality of the data. Only the data required for the anal-
ysis needs to be captured and if there is sensitive data, it needs 
to be anonymized so that sensitive data is protected. Data 
breaches can cause customers to lose trust in the organizations 
which may result in a negative impact on the organization [8]. 

• Complexity & Bias
Some of the analytics tools developed by companies are 
more like a black box model [9]. What is inside the black box 
is not clear or the logic the system uses to learn from data 
and create a model is not readily evident [10]. For example, 
a neural network model that learns from various scenarios 
to decide who should be given a loan and who should be 
rejected. �e usage of these tools may be easy but the logic 
of how decisions are made is not clear to anyone within the 
company [11]. If companies are not careful and a poor qual-
ity data set is used to train the model, there may be hidden 
biases in the decisions made by these systems which may not 
be readily evident and organizations may be breaking the 
law by discriminating against race, gender, sex, age etc. [12]. 
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9.2 Basic Charts

Setting up to use Plotly within Jupyter

Creating line charts

A very basic line chart
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A line chart from a pandas dataframe

Chart From Pandas DataFrame
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9.3 Statistical Charts

Setting up to use Plotly within Jupyter

Creating histograms

Make a histogram from a pandas Series object
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9.4 Plotly Maps

Setting up to use Plotly within Jupyter

Generating Choropleth maps
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Setting up to use Plotly within Jupyter
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Generating Choropleth maps

Generating point maps



Web-Based Data Visualizations with Plotly 219

Elevation (m)

3000

2500

2000

1500

1000

500

References

1. Cleveland, William S. (1993). Visualizing Data. Hobart Press. ISBN 
0-9634884-0-6.

2. Evergreen, Stephanie (2016). E�ective Data Visualization: �e Right Chart 
for the Right Data. Sage. ISBN 978-1-5063-0305-5.

3. Healy, Kieran (2019). Data Visualization: A Practical Introduction. Princeton: 
Princeton University Press. ISBN 978-0-691-18161-5.

4. Post, Frits H.; Nielson, Gregory M.; Bonneau, Georges-Pierre (2003). 
Data Visualization: �e State of the Art. New York: Springer. ISBN 
978-1-4613-5430-7.



220 Data Science Handbook

5. Rosling, H.; Rosling, O.; Rosling Rönnlund, A. (2018). Factfulness: Ten 
Reasons We're Wrong About the World – and Why �ings Are Better �an 
You �ink. Flatiron Books. p. 288. ISBN 9781250123817.

6. Wilke, Claus O. (2018). Fundamentals of Data Visualization. O'Reilly. ISBN 
978-1-4920-3108-6.

7. Wilkinson, Leland (2012). Grammar of Graphics. New York: Springer. ISBN 
978-1-4419-2033-1.

8. Prakash K.B. Content extraction studies using total distance algorithm, 
2017, Proceedings of the 2016 2nd International Conference on Applied and 
�eoretical Computing and Communication Technology, iCATccT 2016, 
10.1109/ICATCCT.2016.7912085

9. Prakash K.B. Mining issues in traditional indian web documents, 2015, 
Indian Journal of Science and Technology, 8(32), 10.17485/ijst/2015/
v8i1/77056

10. Prakash K.B., Rajaraman A., Lakshmi M. Complexities in developing 
multilingual on-line courses in the Indian context, 2017, Proceedings 
of the 2017 International Conference On Big Data Analytics and 
Computational Intelligence, ICBDACI 2017, 8070860, 339-342, 10.1109/
ICBDACI.2017.8070860

11. Prakash K.B., Kumar K.S., Rao S.U.M. Content extraction issues in online 
web education, 2017, Proceedings of the 2016 2nd International Conference 
on Applied and �eoretical Computing and Communication Technology, 
iCATccT 2016, 7912086, 680-685, 10.1109/ICATCCT.2016.7912086

12. Prakash K.B., Rajaraman A., Perumal T., Kolla P. Foundations to fron-
tiers of big data analytics, 2016, Proceedings of the 2016 2nd International 
Conference on Contemporary Computing and Informatics, IC3I 2016, 
7917968,242-247, 10.1109/IC3I.2016.7917968



221

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (221–256) © 2022 Scrivener 
Publishing LLC

10

Web Scraping with Beautiful Soup

Web scraping is an automatic method to obtain large amounts of data 
from websites. Most of this data is unstructured data in an HTML for-
mat which is then converted into structured data in a spreadsheet or a 
database so that it can be used in various applications [1]. �ere are many 
di�erent ways to perform web scraping to obtain data from websites. these 
include using online services, particular API’s or even creating your code 
for web scraping from scratch. Many large websites, like Google, Twitter, 
Facebook, StackOver�ow, etc. have API’s that allow you to access their data 
in a structured format [2]. �is is the best option, but there are other sites 
that don’t allow users to access large amounts of data in a structured form 
or they are simply not that technologically advanced. In that situation, it’s 
best to use Web Scraping to scrape the website for data [3].

Web scraping requires two parts, namely the crawler and the scraper. 
�e crawler is an arti�cial intelligence algorithm that browses the web to 
search for the particular data required by following the links across the 
internet [4]. �e scraper, on the other hand, is a speci�c tool created to 
extract data from the website. �e design of the scraper can vary greatly 
according to the complexity and scope of the project so that it can quickly 
and accurately extract the data [5].

How Web Scrapers Work?

Web Scrapers can extract all the data on particular sites or the speci�c data 
that a user wants. Ideally, it’s best if you specify the data you want so that 
the web scraper only extracts that data quickly [6]. For example, you might 
want to scrape an Amazon page for the types of juicers available, but you 
might only want the data about the models of di�erent juicers and not the 
customer reviews [7]. 

So, when a web scraper needs to scrape a site, �rst the URLs are pro-
vided. �en it loads all the HTML code for those sites and a more advanced 



222 Data Science Handbook

scraper might even extract all the CSS and Javascript elements as well. �en 
the scraper obtains the required data from this HTML code and outputs 
this data in the format speci�ed by the user. Mostly, this is in the form of 
an Excel spreadsheet or a CSV �le, but the data can also be saved in other 
formats, such as a JSON �le.

Di�erent Types of Web Scrapers

Web Scrapers can be divided on the basis of many di�erent criteria, includ-
ing Self-built or Pre-built Web Scrapers, Browser extension or So�ware 
Web Scrapers, and Cloud or Local Web Scrapers.

You can have Self-built Web Scrapers but that requires advanced 
knowledge of programming. And if you want more features in your Web 
Scraper, then you need even more knowledge. On the other hand, pre-
built Web Scrapers are previously created scrapers that you can down-
load and run easily. �ese also have more advanced options that you can 
customize [8].

Browser extensions Web Scrapers are extensions that can be added 
to your browser. �ese are easy to run as they are integrated with your 
browser, but at the same time, they are also limited because of this. Any 
advanced features that are outside the scope of your browser are impossible 
to run on Browser extension Web Scrapers. But So�ware Web Scrapers
don’t have these limitations as they can be downloaded and installed on 
your computer. �ese are more complex than Browser web scrapers, but 
they also have advanced features that are not limited by the scope of your 
browser [9].

Cloud Web Scrapers run on the cloud, which is an o�-site server mostly 
provided by the company that you buy the scraper from. �ese allow 
your computer to focus on other tasks as the computer resources are not 
required to scrape data from websites. Local Web Scrapers, on the other 
hand, run on your computer using local resources. So, if the Web scrapers 
require more CPU or RAM, then your computer will become slow and not 
be able to perform other tasks [10].

Applications of Web Scraping

Web Scraping has multiple applications across various industries. Let’s 
check out some of these now!
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1. Price Monitoring
Web Scraping can be used by companies to scrap the prod-
uct data for their products and competing products as well 
to see how it impacts their pricing strategies. Companies can 
use this data to �x the optimal pricing for their products so 
that they can obtain maximum revenue.

2. Market Research
Web scraping can be used for market research by companies. 
High-quality web scraped data obtained in large volumes 
can be very helpful for companies in analyzing consumer 
trends and understanding which direction the company 
should move in the future. 

3. News Monitoring
Web scraping news sites can provide detailed reports on the 
current news to a company. �is is even more essential for 
companies that are frequently in the news or that depend on 
daily news for their day to day functioning. A�er all, news 
reports can make or break a company in a single day!

4. Sentiment Analysis
If companies want to understand the general sentiment 
for their products among their consumers, then Sentiment 
Analysis is a must. Companies can use web scraping to col-
lect data from social media websites such as Facebook and 
Twitter as to what the general sentiment about their prod-
ucts is. �is will help them in creating products that people 
desire and moving ahead of their competition [11].

5. Email Marketing
Companies can also use Web scraping for email marketing. 
�ey can collect Email ID’s from various sites using web 
scraping and then send bulk promotional and marketing 
Emails to all the people owning these Email ID’s.

Advantages of Web Scraping

�e most prominent advantages of web scraping services have been elabo-
rated in the points below:

1. Low Costs 
2. Easy Implementation 
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3. Accelerated Processes With Low Maintenance 
4. Accurate Results 

Disadvantages of Web Scraping

�e major disadvantages of web scraping services have been elaborated in 
the following points:

1. Di�cult To Analyze Scraping Processes 
2. �e Analysis Is Important Before Extracting Data 
3. �e Time Factor 
4. Data Protection And Speed Issues 

Working with objects

10.1 �e BeautifulSoup Object
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Tag objects

Working with names
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Working with attributes
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Using tags to navigate a tree
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10.2 Exploring NavigableString Objects

�e BeautifulSoup object

NavigableString objects
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Working with NavigableString objects
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10.3 Data Parsing
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Parsing your data

Getting data from a parse tree
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Searching and retrieving data from a parse tree

Retrieving tags by �ltering with name arguments

Retrieving tags by �ltering with keyword arguments

Retrieving tags by �ltering with string arguments

Retrieving tags by �ltering with list objects

Retrieving tags by �ltering with regular expressions
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Retrieving tags by �ltering with a Boolean value

Retrieving weblinks by �ltering with string objects

Retrieving strings by �ltering with regular expressions

10.4 Web Scraping
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Scraping a webpage and saving your results
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10.5 Ensemble Models with Random Forests

Ensemble Learning algorithms

Ensemble learning algorithms are meta-algorithms that combine sev-
eral machine learning algorithms into one predictive model in order to 
decrease variance, bias or improve predictions.

�e algorithm can be any machine learning algorithm such as logistic 
regression, decision tree, etc. �ese models, when used as inputs of ensem-
ble methods, are called “base models”.

Training data

Training data

Training data

Predictions Predictions

Level 1Level 0

Model A

Model B

Model C 

Generalizer

https://cs.stackexchange.com/questions/107003/what-is-a-meta-algorithm
https://www.toptal.com/machine-learning/machine-learning-theory-an-introductory-primer
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Ensemble learning

Ensemble methods usually produce more accurate solutions than a single 
model would. �is has been the case in a number of machine learning 
competitions, where the winning solutions used ensemble methods. In 
the popular Net�ix Competition, the winner used an ensemble method to 
implement a powerful collaborative �ltering algorithm. Another example 
is KDD 2009 where the winner also used ensemble methods.

Ensemble algorithms or methods can be divided into two groups:

• Sequential ensemble methods — where the base learners 
are generated sequentially (e.g. AdaBoost). �e basic moti-
vation of sequential methods is to exploit the dependence 
between the base learners. �e overall performance can be 
boosted by weighing previously mislabeled examples with 
higher weight.

• Parallel ensemble methods — where the base learners 
are generated in parallel (e.g. Random Forest). �e basic 
motivation of parallel methods is to exploit independence 
between the base learners since the error can be reduced 
dramatically by averaging. 

Most ensemble methods use a single base learning algorithm to pro-
duce homogeneous base learners, i.e. learners of the same type, leading to 
homogeneous ensembles.

�ere are also some methods that use heterogeneous learners, i.e. learn-
ers of di�erent types, leading to heterogeneous ensembles. In order for 
ensemble methods to be more accurate than any of its individual members, 
the base learners have to be as accurate as possible and as diverse as possible.

What is the Random Forest algorithm?

Random forest is a supervised ensemble learning algorithm that is used 
for both classi�cations as well as regression problems. But however, it is 
mainly used for classi�cation problems. As we know that a forest is made 
up of trees and more trees mean more robust forest. Similarly, the random 
forest algorithm creates decision trees on data samples and then gets the 
prediction from each of them and �nally selects the best solution by means 
of voting. It is an ensemble method that is better than a single decision tree 
because it reduces the over-�tting by averaging the result [12].

https://www.commonlounge.com/discussion/1697ade39ac142988861daff4da7f27d
http://blog.echen.me/2011/10/24/winning-the-netflix-prize-a-summary/
http://jmlr.org/proceedings/papers/v7/niculescu09/niculescu09.pdf
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Blue

Blue Blue BlueGreen Red

As per majority voting, the �nal result is ‘Blue’.
�e fundamental concept behind random forest is a simple but power-

ful one — the wisdom of crowds.
“A large number of relatively uncorrelated models(trees) operating as 

a committee will outperform any of the individual constituent models.”
�e low correlation between models is the key.
�e reason why Random forest produces exceptional results is that the 

trees protect each other from their individual errors. While some trees may 
be wrong, many others will be right, so as a group the trees are able to move 
in the correct direction.

Why the name “Random”?

Two key concepts that give it the name random:

1. A random sampling of training data set when building trees. 
2. Random subsets of features considered when splitting nodes. 

How is Random Forest ensuring Model diversity?

Random forest ensures that the behavior of each individual tree is not too 
correlated with the behavior of any other tree in the model by using the 
following two methods:

• Bagging or Bootstrap Aggregation 
• Random feature selection 
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Bagging or Bootstrap Aggregation

Decision trees are very sensitive to the data they are trained on, small 
changes to the training data set can result in a signi�cantly di�erent tree 
structure. �e random forest takes advantage of this by allowing each 
individual tree to randomly sample from the dataset with replacement, 
resulting in di�erent trees. �is process is called Bagging.

Note that with bagging we are not subsetting the training data into 
smaller chunks and training each tree on a di�erent chunk. Rather, if we 
have a sample of size N, we are still feeding each tree a training set of size 
N. But instead of the original training data, we take a random sample of 
size N with replacement.

For example — If our training data is [1,2,3,4,5,6], then we might give 
one of our trees the list [1,2,2,3,6,6] and we can give another tree a list 
[2,3,4,4,5,6]. Notice that the lists are of length 6 and some elements are 
repeated in the randomly selected training data we can give to our tree 
(because we sample with replacement).

given
train dataset :

Bootstrap
Set 1

Bootstrap
Set 2

Bootstrap
Set 3

classifier 1 classifier 2 classifier 3

Aggregation

y output^
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Bagging

�e above �gure shows how random samples are taken from the dataset 
with replacement.

Random feature selection

In a normal decision tree, when it is time to split a node, we consider 
every possible feature and pick the one that produces the most separation 
between the observations in the le� node vs right node. In contrast, each 
tree in a random forest can pick only from a random subset of features. 
�is forces even more variation amongst the trees in the model and ulti-
mately results in low correlation across trees and more diversi�cation.

So in random forest, we end up with trees that are trained on di�erent 
sets of data and also use di�erent features to make decisions.

Decision Tree

Feature 1 Feature 1

Feature 2 Feature 2

Feature 3 Feature 3 Feature 3

Feature 4

Random Forest
Tree 1

Random Forest
Tree 2

Left
Node

Right
Node

Left
Node

Right
Node

Left
Node

Right
Node

Random feature selection by di�erent trees in random forest.
And �nally, uncorrelated trees have created that bu�er and predict each 

other from their respective errors.

Random Forest creation pseudocode:

1. Randomly select “k” features from total “m” features where 
k << m

https://medium.com/machine-learning-through-visuals/machine-learning-through-visuals-part-1-what-is-bagging-ensemble-learning-432059568cc8
https://towardsdatascience.com/understanding-random-forest-58381e0602d2
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2. Among the “k” features, calculate the node “d” using the 
best split point 

3. Split the node into daughter nodes using the best split
4. Repeat the 1 to 3 steps until “l” number of nodes has been 

reached 
5. Build forest by repeating steps 1 to 4 for “n” number times to 

create “n” number of trees.

Random Forest classi�er Building in Scikit-learn

In this section, we are going to build a Gender Recognition classi�er using 
the Random Forest algorithm from the voice dataset. �e idea is to identify 
a voice as male or female, based upon the acoustic properties of the voice 
and speech. �e dataset consists of 3,168 recorded voice samples, collected 
from male and female speakers. �e voice samples are pre-processed by 
acoustic analysis in R using the seewave and tuneR packages, with an ana-
lyzed frequency range of 0hz-280hz.

�e dataset can be downloaded from kaggle.
�e goal is to create a Decision tree and Random Forest classi�er and 

compare the accuracy of both the models. �e following are the steps that 
we will perform in the process of model building:

1. Importing Various Modules and Loading the Dataset
2. Exploratory Data Analysis (EDA)
3. Outlier Treatment
4. Feature Engineering
5. Preparing the Data
6. Model building
7. Model optimization

So let us start.

Step-1: Importing Various Modules and Loading the Dataset

# Ignore  the warnings
import warnings
warnings.�lterwarnings(‘always’)
warnings.�lterwarnings(‘ignore’)# data visualisation and manipulation-
import numpy as np
import pandas as pd

https://www.kaggle.com/primaryobjects/voicegender
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import matplotlib.pyplot as plt
from matplotlib import style
import seaborn as sns
import missingno as msno#con�gure
# sets matplotlib to inline and displays graphs below the corressponding 
cell.
%matplotlib inline  
style.use(‘�vethirtyeight’)
sns.set(style=’whitegrid’,color_codes=True)#import the necessary modelling 
algos.
from sklearn.ensemble import RandomForestClassi�er
from sklearn.tree import DecisionTreeClassi�er

#model selection
from sklearn.model_selection import train_test_split
from sklearn.model_selection import KFold
from sklearn.metrics import accuracy_score,precision_score
from sklearn.model_selection import GridSearchCV#preprocess.
from sklearn.preprocessing import MinMaxScaler,StandardScaler

Now load the dataset.

train=pd.read_csv(“../RandomForest/voice.csv”)df=train.copy()

Step-2: Exploratory Data Analysis (EDA)

df.head(10)

Dataset
�e following acoustic properties of each voice are measured and included 
within our data:



242 Data Science Handbook

• meanfreq: mean frequency (in kHz) 
• sd: standard deviation of the frequency 
• median: median frequency (in kHz) 
• Q25: �rst quantile (in kHz) 
• Q75: third quantile (in kHz) 
• IQR: interquartile range (in kHz) 
• skew: skewness 
• kurt: kurtosis 
• sp.ent: spectral entropy 
• sfm: spectral �atness 
• mode: mode frequency 
• centroid: frequency centroid 
• peakf: peak frequency (the frequency with the highest 

energy) 
• meanfun: the average of fundamental frequency measured 

across an acoustic signal 
• minfun: minimum fundamental frequency measured across 

an acoustic signal 
• maxfun: maximum fundamental frequency measured 

across an acoustic signal 
• meandom: the average of dominant frequency measured 

across an acoustic signal 
• mindom: minimum of dominant frequency measured 

across an acoustic signal 
• maxdom: maximum of dominant frequency measured 

across an acoustic signal 
• dfrange: the range of dominant frequency measured across 

an acoustic signal 
• modindx: modulation index which is calculated as the accu-

mulated absolute di�erence between adjacent measurements 
of fundamental frequencies divided by the frequency range 

• label: male or female 

df.shape

Note that we have 3168 voice samples and for each sample, 20 di�erent 
acoustic properties are recorded. Finally, the ‘label’ column is the target 
variable which we have to predict which is the gender of the person.

Now our next step is handling the missing values.
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# check for null values.
df.isnull().any()

No missing values in our dataset.
Now I will perform the univariate analysis. Note that since all of the 

features are ‘numeric’ the most reasonable way to plot them would either 
be a ‘histogram’ or a ‘boxplot’.

Also, univariate analysis is useful for outlier detection. Hence besides 
plotting a boxplot and a histogram for each column or feature, I have writ-
ten a small utility function that tells the remaining no. of observations for 
each feature if we remove its outliers.

To detect the outliers I have used the standard 1.5 InterQuartileRange 
(IQR) rule which states that any observation lesser than ‘�rst quartile — 
1.5 IQR’ or greater than ‘third quartile +1.5 IQR’ is an outlier.

def calc_limits(feature):
    q1,q3=df[feature].quantile([0.25,0.75])
    iqr=q3-q1
    rang=1.5*iqr
    return(q1-rang,q3+rang)
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def plot(feature):
    �g,axes=plt.subplots(1,2)
    sns.boxplot(data=df,x=feature,ax=axes[0])
    sns.distplot(a=df[feature],ax=axes[1],color=’#�4125’)
    �g.set_size_inches(15,5)

    lower,upper = calc_limits(feature)
    l=[df[feature] for i in df[feature] if i>lower and i<upper] 
    print(“Number of data points remaining if outliers removed : “,len(l))

Let us plot the �rst feature i.e. meanfreq.

plot(‘meanfreq’)

Number of data points remaining if outliers removed : 3104
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Inferences made from the above plots —

1. First of all, note that the values are in compliance with that 
observed from describing the method data frame.

2. Note that we have a couple of outliers w.r.t. to 1.5 quartile 
rule (represented by a ‘dot’ in the box plot). Removing these 
data points or outliers leaves us with around 3104 values.

3. Also, from the distplot that the distribution seems to be a bit 
-ve skewed hence we can normalize to make the distribution 
a bit more symmetric.

4. lastly, note that a le� tail distribution has more outliers on the 
side below to q1 as expected and a right tail has above the q3.
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Similar inferences can be made by plotting other features also, I have 
plotted some, you guys can check for all.

Number of data points remaing if outliers removed : 3158
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Number of data points remaining if outliers removed : 3168
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Now plot and count the target variable to check if the target class is 
balanced or not.

sns.countplot(data=df,x=’label’)
df[‘label’].value_counts()
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Name: label, dtype: int64

Plot for Target variable

We have the equal number of observations for the ‘males’ and the ‘females’ 
class hence it is a balanced dataset and we don’t need to do anything about it.

Now I will perform Bivariate analysis to analyze the correlation between 
di�erent features. To do it I have plotted a ‘heat map’ which clearly visual-
izes the correlation between di�erent features.

temp = []
for i in df.label:
    if i == ‘male’:
        temp.append(1)
    else:
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        temp.append(0)

df[‘label’] = temp

#corelation matrix.

cor_mat= df[:].corr()

mask = np.array(cor_mat)

mask[np.tril_indices_from(mask)] = False

�g=plt.gcf()

�g.set_size_inches(23,9)

sns.heatmap(data=cor_mat,mask=mask,square=True,annot=True, 
cbar=True)
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Heatmap
Inferences made from above heatmap plot—

1. Mean frequency is moderately related to label.
2. IQR and label tend to have a strong positive correlation.
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3. Spectral entropy is also quite highly correlated with the label 
while sfm is moderately related with label.

4. skewness and kurtosis aren’t much related to label.
5. meanfun is highly negatively correlated with the label.
6. Centroid and median have a high positive correlation 

expected from their formulae.
7. Also, meanfreq and centroid are exactly the same features as 

per formulae and so are thevalues. Hence their correlation 
is perfect 1. In this case, we can drop any of that column.
Note that centroid in general has a high degree of correlation 
with most of the other features so I’m going to drop centroid 
column.

8. sd is highly positively related to sfm and so is sp.ent to sd.
9. kurt and skew are also highly correlated.
10.meanfreq is highly related to the median as well as Q25.
11.IQR is highly correlated to sd.
12.Finally, self relation ie of a feature to itself is equal to 1 as 

expected.

Note that we can drop some highly correlated features as they add redun-
dancy to the model but let us keep all the features for now. In the case of 
highly correlated features, we can use dimensionality reduction techniques 
like Principal Component Analysis(PCA) to reduce our feature space.

df.drop(‘centroid’,axis=1,inplace=True)

Step-3: Outlier Treatment
Here we have to deal with the outliers. Note that we discovered the poten-
tial outliers in the ‘univariate analysis’ section. Now to remove those out-
liers we can either remove the corresponding data points or impute them 
with some other statistical quantity like median (robust to outliers) etc.

For now, I shall be removing all the observations or data points that are 
an outlier to ‘any’ feature. Doing so substantially reduces the dataset size.

# removal of any data point which is an outlier for any fetaure.
for col in df.columns:
    lower,upper=calc_limits(col)
    df = df[(df[col] >lower) & (df[col]<upper)]df.shape

Note that the new shape is (1636, 20), we are le� with 20 features.
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Step-4: Feature Engineering
Here I have dropped some columns which according to my analysis proved 
to be less useful or redundant.

temp_df=df.copy()temp_df.drop([‘skew’,’kurt’,’mindom’,’maxdom’], 
axis=1,inplace=True) # only one of maxdom and dfrange.
temp_df.head(10)

Filtered dataset
Now let us create some new features. I have done two new things here. 
Firstly I have made ‘meanfreq’, ’median’ and ‘mode’ to comply with the 
standard relation 3Median=2Mean +Mode. For this, I have adjusted val-
ues in the ‘median’ column as shown below. You can alter values in any of 
the other columns say the ‘meanfreq’ column.

temp_df[‘meanfreq’]=temp_df[‘meanfreq’].apply(lambda x:x*2)
temp_df[‘median’]=temp_df[‘meanfreq’]+temp_df[‘mode’]
temp_df[‘median’]=temp_df[‘median’].apply(lambda x:x/3)sns.boxplot 
(data=temp_df,y=’median’,x=’label’) # seeing the new ‘median’ against 
the ‘label’
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�e second new feature that I have added is a new feature to measure 
the ‘skewness’.
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For this, I have used the ‘Karl Pearson Coe�cient’ which is calculated as 
Coe�cient = (Mean — Mode )/StandardDeviation

You can also try some other coe�cient also and see how it compared 
with the target i.e. the ‘label’ column.

temp_df[‘pear_skew’]=temp_df[‘meanfreq’]-temp_df[‘mode’]
temp_df[‘pear_skew’]=temp_df[‘pear_skew’]/temp_df[‘sd’]
temp_df.head(10)sns.boxplot(data=temp_df,y=’pear_skew’,x=’label’)
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Step-5: Preparing the Data
�e �rst thing that we’ll do is normalize all the features or basically we’ll 
perform feature scaling to get all the values in a comparable range.

scaler=StandardScaler()
scaled_df=scaler.�t_transform(temp_df.drop(‘label’,axis=1))
X=scaled_df
Y=df[‘label’].as_matrix()

Next split your data into train and test set.

x_train,x_test,y_train,y_test=train_test_split(X,Y,test_size=0.20, 
random_state=42)

Step-6: Model building
Now we’ll build two classi�ers, decision tree, and random forest and com-
pare the accuracies of both of them.

models=[RandomForestClassi�er(),
DecisionTreeClassifier()]model_names=[‘RandomForestClassifier’,’ 
DecisionTree’]acc=[]

https://en.wikipedia.org/wiki/Pearson_correlation_coefficient
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d={}for model in range(len(models)):
    clf=models[model]
    clf.�t(x_train,y_train)
    pred=clf.predict(x_test)
    acc.append(accuracy_score(pred,y_test))

d={‘Modelling Algo’:model_names,’Accuracy’:acc}

Put the accuracies in a data frame.
acc_frame=pd.DataFrame(d)
acc_frame

Plot the accuracies:
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As we have seen, just by using the default parameters for both of our 
models, the random forest classi�er outperformed the decision tree classi-
�er(as expected).

Step-7: Parameter Tuning with GridSearchCV
Lastly, let us also tune our random forest classi�er using GridSearchCV.

param_grid = { 
    ‘n_estimators’: [200, 500],
    ‘max_features’: [‘auto’, ‘sqrt’, ‘log2’],
    ‘max_depth’ : [4,5,6,7,8],
    ‘criterion’ :[‘gini’, ‘entropy’]
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}

CV_rfc = GridSearchCV(estimator=RandomForestClassi�er(), param_
grid=param_grid, scoring=’accuracy’, cv= 5)

CV_rfc.�t(x_train, y_train)

print(“Best score : “,CV_rfc.best_score_)
print(“Best Parameters : “,CV_rfc.best_params_)
print(“Precision Score : “, precision_score(CV_rfc.predict(x_test),y_test))

A�er hyperparameter optimization as we can see the results are pretty 
good :)
If you want you can also check the Importance of each feature.

df1 = pd.DataFrame.from_records(x_train)     
tmp = pd.DataFrame({‘Feature’: df1.columns, ‘Feature importance’: 
clf_rf.feature_importances_})
tmp = tmp.sort_values(by=’Feature importance’,ascending=False)
plt.�gure(�gsize = (7,4))
plt.title(‘Features importance’,fontsize=14)
s = sns.barplot(x=’Feature’,y=’Feature importance’,data=tmp)
s.set_xticklabels(s.get_xticklabels(),rotation=90)
plt.show()
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Advantages of Random Forest

1. Random Forest is based on the bagging algorithm and uses 
Ensemble Learning technique. It creates as many trees on 
the subset of the data and combines the output of all the 
trees. In this way it reduces over�tting problem in decision 
trees and also reduces the variance and therefore improves 
the accuracy [13].

2. Random Forest can be used to solve both classi�cation as 
well as regression problems.

3. Random Forest works well with both categorical and contin-
uous variables.

4. Random Forest can automatically handle missing values.
5. No feature scaling required: No feature scaling (standardiza-

tion and normalization) required in case of Random Forest 
as it uses rule based approach instead of distance calculation.

6. Handles non-linear parameters e�ciently: Non linear 
parameters don’t a�ect the performance of a Random Forest 
unlike curve based algorithms. So, if there is high non-linear-
ity between the independent variables, Random Forest may 
outperform as compared to other curve basedalgorithms.

7. Random Forest can automatically handle missing values.
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8. Random Forest is usually robust to outliers and can handle 
them automatically.

9. Random Forest algorithm is very stable. Even if a new data 
point is introduced in the dataset, the overall algorithm is 
not a�ected much since the new data may impact one tree, 
but it is very hard for it to impact all the trees.

10.Random Forest is comparatively less impacted by noise.

Disadvantages of Random Forest

1. Complexity: Random Forest creates a lot of trees (unlike 
only one tree in case of decision tree) and combines their 
outputs. By default, it creates 100 trees in Python sklearn 
library. To do so, this algorithm requires much more com-
putational power and resources. On the other hand decision 
tree is simple and does not require so much computational 
resources.

2. Longer Training Period: Random Forest require much 
more time to train as compared to decision trees as it gener-
ates a lot of trees (instead of one tree in case of decision tree) 
and makes decision on the majority of votes.
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Red (Ryb) R=252 G=42 B=17
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Golden Yellow R=252 G=229 B=13

Royal Blue (Traditional) R=3 G=9 B=97
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Gender and Age Detection 
with Data Science

Steps to Develop Age and Gender Detection Project

1. Transferring the information

2. Import the fundamental libraries for stacking and survey information:

Numpy: for working with the information, cleaning it, arranging it in the 
necessary way and erasing immaterial information.
Pandas: for perusing the dataset csv documents.
Matplotlib: for plotting the charts and showing pictures within the colab 
console alongside seaborn.
Opencv and PIL: for working with pictures resizing it, formating it for the 
model and stu�.
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3. Peruse the Data
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Print the best 5 records from the dataframeusing.head() work, 
con�rming the information structure.

Plot a visual chart for orientation esteems. �is will imagine the 
di�erence in information just as outline of what the orientation 
information holds.
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4. Import the essential modules for model structure
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6. Orientation Model
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7. Train the model



332 Data Science Handbook

8. Make preparing and testing split for age information
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9. Age Model
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Induction on the prepared model
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Age & Gender Detection Project Output
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Image Caption Generator 
Project in Python
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input_2: InputLayer

input_1: InputLayer

input: (None, 32)

(None, 32)

(None, 32)

(None, 32, 256)

(None, 32, 256)

(None, 32, 256)

(None, 32, 256)

(None,  256)

[(None,  256), (None,  256)] 

output:

input:

output:

input:

output:

input:

output:

input:

output:

input:

output:

input:

output:

input:

output:

input:

output:

input:

output:

embedding_1: Embedding

dropout_2: Dropout dropout_1: Dropout

Istm_1: LSTM

add_1: Add
(None,  256)

(None,  256)

(None,  256)

(None,  256)

dense_2: Dense

dense_1: Dense

dense_3: Dense
(None,  7577)

(None,  256)

(None,  2048)

(None,  2048)

(None,  2048)

(None,  2048)

(None,  2048)
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Credit Card Fraud Detection Project
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Heatmap of the top users and movies
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Distribution of the average rating per user
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Normalized Ratings of the Top Users
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Heatmap of the top users and movies
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Heatmap of the first rows and columns
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Distribution of the number of items for IBCF
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Using BarPlot to display Gender Comparision
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Histogram for Annual Income
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Density Plot for Annual Income
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BoxPlot for Descriptive Analysis of Spending Score
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Silhouette plot of (x = k2$cluster, dist = dist(customer_data[,  3:5],
n = 200 2   clusters  Cj

j : nj | aveiεCj

Average silhoutte width : 0.29

Silhoutte width si

0.0 0.2 0.4 0.6 0.8 1.0

1 : 85 | 0.31

2 : 115 | 0.28

si

Silhouette plot of (x = k3$cluster, dist = dist(customer_data[,  3:5],

n = 200 3   clusters  Cj
j : nj | aveiεCj   si

Average silhoutte width : 0.38

Silhoutte width si

0.0 0.2 0.4 0.6 0.8 1.0

1 :   123 | 0.28

3 :   39 | 0.60

2 :   38 | 0.50
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Silhouette plot of (x = k4$cluster, dist = dist(customer_data[,  3:5],
n = 200 4   clusters  Cj

j : nj | aveiεCj   si

Average silhoutte width : 0.41

Silhoutte width si

0.0 0.2 0.4 0.6 0.8 1.0

2 :   39 | 0.58

1 :   28 | 0.51

4 :   38 | 0.44

3 :   95 | 0.29

Silhouette plot of (x = k5$cluster, dist = dist(customer_data[,  3:5],
n = 200 5   clusters  Cj

j : nj | aveiεCj   si

Average silhoutte width : 0.44

Silhoutte width si

0.0 0.2 0.4 0.6 0.8 1.0

2 :   39 | 0.53

3 :   23 | 0.60

1 :   23 | 0.42

5 :   79 | 0.37

4 :   36 | 0.43
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Silhouette plot of (x = k6$cluster, dist = dist(customer_data[,  3:5],

n = 200 6   clusters  Cj
j : nj | aveiεCj   si

Average silhoutte width : 0.45

Silhoutte width si

0.0 0.2 0.4 0.6 0.8 1.0

2 :   45 | 0.44

3 :   21 | 0.42

1 :   39 | 0.50

6 :   38 | 0.39

4 :   35 | 0.41

5 :   22 | 0.58

Silhouette plot of (x = k7$cluster, dist = dist(customer_data[,  3:5],

n = 200 7   clusters  Cj
j : nj | aveiεCj   si

Average silhoutte width : 0.44

Silhoutte width si

0.0 0.2 0.4 0.6 0.8 1.0

2 :   22 | 0.58

3 :   35 | 0.40

1 :   29 | 0.50

6 :   44 | 0.45

7 :   10 | 0.32

4 :   22 | 0.40

5 :   38 | 0.39
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Silhouette plot of (x = k8$cluster, dist = dist(customer_data[,  3:5],
n = 200 8   clusters  Cj

j : nj | aveiεCj   si

Average silhoutte width : 0.43

Silhoutte width si

0.0 0.2 0.4 0.6 0.8 1.0

2 :   10 | 0.32
3 :   22 | 0.58

1 :   29 | 0.50

6 :   21 | 0.42

8 :   10 | 0.33

7 :   37 | 0.40

4 :   26 | 0.33

5 :   45 | 0.44

Silhouette plot of (x = k9$cluster, dist = dist(customer_data[,  3:5],
n = 200 9   clusters  Cj

j : nj | aveiεCj   si

Average silhoutte width : 0.39

Silhoutte width si

0.0 0.2 0.4 0.6 0.8 1.0

2 :   30 | 0.26

3 :   10 | 0.32

1 :   21 | 0.41

6 :   11 | 0.30

8 :   22 | 0.35

9 :   28 | 0.51

7 :   24 | 0.36

4 :   22 | 0.57

5 :   32 | 0.34
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Silhouette plot of (x = k10$cluster, dist = dist(customer_data[,  3:5],
n = 200 10   clusters  Cj

j : nj | aveiεCj   si

Average silhoutte width : 0.38

Silhoutte width si

0.0 0.2 0.4 0.6 0.8 1.0

2 :   29 | 0.37
3 :   13 | 0.28

1 :   28 | 0.50

6 :   13 | 0.36

8 :   24 | 0.32

9 :   22 | 0.38
10 :   11 | 0.28
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Optimal number of clusters
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Segments of Mall Customers
Using K-means Clustering
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Segments of Mall Customers
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Training Loss and Accuracy on the IDC Dataset
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