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Preface

Data Science is one of the leading research-driven areas in the modern era.
It is having a critical role in healthcare, engineering, education, mecha-
tronics and medical robotics. Building models and working with data is
not value neutral. We choose the problems with which we work on, we
make assumptions in these models and we decide metrics and algorithms
for the problems. The data scientist identifies the problem which can be
solved with data and expert tools of modelling and coding. The main aim
of writing this book is to give a hands-on experience on different algo-
rithms and popular techniques used in real time in data science to all the
researchers working in various domains.

The book starts with introductory concepts in data science like data
munging, data preparation, transforming data. Chapter 2 discusses data
visualization, drawing various plots and histograms. Chapter 3 covers
mathematics and statistics for data science. Chapter 4 mainly focuses on
machine learning algorithms in data science. Chapter 5 comprises of out-
lier analysis and DBSCAN algorithm. Chapter 6 focuses on clustering.
Chapter 7 discusses network analysis. Chapter 8 mainly focuses on regres-
sion and naive-bayes classifier. Chapter 9 covers web-based data visualiza-
tions with Plotly. Chapter 10 discusses web scraping. Various projects in
data science are then discussed.

Kolla Bhanu Prakash
June 2022
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1
Data Munging Basics

1 Introduction

Data gains value by transforming itself in to useful information. Every firm
is more significant about the data generated from its all assets. The firm’s
data helps the different personnel in the organization to improve their
business tasks, save time and expenditure amount on maintenance of it.
The top level management fails in taking appropriate decision if they don’t
consider the data as important factor in understanding the business pro-
cess. Many poor decisions related to the advertisement of company prod-
ucts leads to wastage of resources and affect the fame of the organization
at every level. Companies may avoid squandering money by tracking the
success of numerous marketing channels and concentrating on the ones
that provide the best return on investment. As a result, a business can get
more leads for less money spent on advertising [1].

Data Science provides study of discovering different data patterns from
inter-disciplinary domains like business, education, research etc... Much of
the information extracted is of the form unstructured like text and images
and structured like in tabular format. The basic functional feature of data
science involves the statistical techniques, inference rules, analytics for
prediction, fundamental algorithms in machine learning, and novel meth-
ods for gleaning insights from huge data.

Business use cases which uses data science for serving the customers in
different domains.

« Banking organization provides a mobile app to send recom-
mendation on various loan offers to their applicants.

 One of the car manufacturing firms uses data science to build
a 3-D printing screen for guiding driver less cars by enabling
the object detection mechanism with more accuracy.

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (1-22) © 2022 Scrivener
Publishing LLC
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o An automation solution provider using cognitive approach
develops an incident response system for failure detection in
functionalities offered to their clients.

o General viewer behaviour is analysed by different channel
subscribers based on the study of audience analytical platform
and provide solution of grouping favourable TV channels.

« Cyber police department uses statistical tools to analyse the
crime incidents occurring in particular locality with the
capturing images from different CCTV footages and caution
citizens to be-aware about those criminals.

« To safeguard the old age patients with memory loss or suffer-
ing with paralysis using body sensor information to analyse
their health condition for their close relatives or care givers
as part of building smart health care system.

Data science adopts four popular strategies [8] while exploring data they
are (i) Understanding the problem in real time world (Probing Reality)
(ii) Usage patterns of data (Discovery Patterns) (iii) Building Predictive
data model for future perspective (predicting future events) (iv) Being
empathetic business world (Understanding the people and the world)

(i) Understanding the problem in real time world:- Active
and passive methods are used in collecting data for a par-
ticular problem in business process to take action. All the
responses collected during the business process are more
important to perform analysis in taking appropriate deci-
sion and leads success in further subsequent decisions.

(ii) Usage Patterns of Data (Discovery Patterns):- Divide and
Conquer mechanism can be used to analyze the complex
problems but it may not always the perfect solution with-
out understanding the purpose of data. Much of the data is
analyzed by clustering the data usage patterns this mecha-
nism of clustering study helps to deal with real time digital
marketing data.

(iii) Building Predictive models (Predicting future events): Right
from the study of statistics it is clear that many of the tech-
niques in mathematics are evolved to analyze the current data
and predict the future. The predictive analysis will really help
in decision making in dealing with the current scenarios of
data collection. The prediction of future endeavors will help
us to add valuable knowledge for the current data.
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(iv) Emphatic in business world (Understanding the People
and the world):- The toughest task by any organization in
building the teams to understand the people in the real
time world who are interacting with your organization for
multiple reasons. Optimal decision making is possible only
by understanding the real time scenarios of data generated
during interaction and provides supported evidence for
framing strategy in decision making solution for organi-
zation. High end domain knowledge like deep learning are
used to understand the visual object recognition for study
of the real time world.

Purpose of Data Science

Simple business intelligence tools are analyzed for unstructured data which is
very small. Most of the data collected in traditional system were of the form
of unstructured. The data was generated from different sources like finan-
cial reports, textual files, multimedia information, sensors and instrumen-
tal data. The business intelligence solutions cannot deal with huge volume
of data with different complex formats. To process the complex formatted
data we need high processing ability with improved analytical tools and algo-
rithms for getting better insights that is done as part of data science.

Past and Future of Data Science

In 1962, John Tukey published a paper on the convergence of statistics and
computers, showing how they may provide measurable results in hours. In
1974, Peter Naur written a book on Concise Survey of Computer Methods
in which he coined the term data science many times to refer processing
of data through specific mathematical methods. In 1977, an international
association was established for statistical processing of data with the pur-
pose of translating data into knowledge by combining modern computer
technology, traditional statistical techniques, and domain knowledge.
Tukey released Exploratory Data Analysis in the same year, emphasizing
the importance of data.

Businesses began collecting enormous volumes of personal data in antic-
ipation of new advertising efforts as early as 1994. Jacob Zahavi emphasized
the need for new technology to manage the large volume of data generated
by different organizations. William S. Cleveland published an article out-
lining on specialized learning methods and scope for Data Scientists which
was used as case studies for businesses and education institute.
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In 2002, a journal for Data Science was launched by international coun-
cil for science. It focused on Data Science topics such as data systems mod-
eling and its application. In 2013, IBM claimed that much of digital data
collected all over the world is generated in the last two years, from then all
organizations planned to build good amount of data for their benefits in
decision making and started gaining good insights for improvement in the
organization growth.

According to IDC, global data will exceed 175 zettabytes by 2025.
Data Science allows businesses to swiftly interpret large amounts of data
from a number of sources and turn that data into actionable insights for
better data-driven decisions which is widely used in marketing, health-
care, finance, banking, policy work, and other fields. The market for Data
Science platforms is expected to reach 178 billion dollars by 2025. Data
science provides a platform for data scientists to explore many options for
business organizations to track the latest developments in relevant to data
gathering and maintenance for appropriate decision making.

BI (Business Intelligence) Vs DS (Data Science)

Business Intelligence is a process involved in decision making by get-
ting insights in to the current data available as part of their organiza-
tion transactions with respective all stake holders. It gathers data from all
sources which can be from external or internal of the organization. The
set of BI tools provide support for running queries, displaying results of
data with good visualization mechanisms by performing analysis on rev-
enue earned in that quarterly by facing business challenges. BI enables to
provide suggestions based on market study, revealing revenue opportu-
nities and business processes improvement. It is purely meant for build-
ing business strategies to earn profits in long run for the organization.
Tools Like OLAP, warehouse ETL are used for storing and visualizing
data in BL.

Data Science is a multi-disciplinary domain which performs study on
data by extracting meaningful insights. It also uses tools relevant to data
processing from machine learning and artificial intelligence to develop
predictive models. It is further used for forecasting the future perspective
growth in business organization carried functionalities. Python, R pro-
gramming used to build the predictive data models by implementing effi-
cient machine learning algorithms and the results are tracked based on
high end visual communication techniques.
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Data Munging Basics

Data Science is multi-disciplinary field which derives its features from arti-
ficial intelligence, machine learning and deep learning to uncover the more
insights of data which is in different forms like structured (Tabular for-
mat of data) and unstructured (text, images). It performs study on specific
problem domain areas and find or define solutions with available input
data usage patterns and reveals good insights [1, 2].

Data Science deals with data to provide appropriate solutions to the rel-
evant questions made by the study of those real time scenarios in the pro-
cess of business. It is different from the business intelligence mechanism
which only works on framing good business strategies for improving the
future trends of the organization based on the collection of insights from
the existing data rather than instance decisions on the current available
data [3, 4].

In practical data scientists explore large amount of data for understand-
ing the patterns and to frame the solutions by performing the correlation
among the appropriate data sets which were not considered in the previous
approaches. Data science builds the data sets which forms the basis for the
machine learning algorithms for further analysis in the process of infor-
mation. High end tools of different domains like statistical, analytical, and
intelligent software are needed for processing big data [11].

Data Science broadens the scope of using data for different levels of pro-
cessing like macro or micro depending on the need of problem solution
[12]. It majorly supports in narrow down the solution approaches for send-
ing the data as a unique formats for large queries as part of analytical tools.
It processes the data either dividing the data into usable chunks or cluster
the data into different groups for providing easy insights [5].

Popular uses cases of using data science in our daily routine are like the
Google search which uses the ranking of the web pages of relevant searches
made by users while surfing on the internet is made possible using data
science [13]. The inbuilt recommended systems for choosing friends on
Facebook or sharing videos on You Tube are implemented using data sci-
ence approaches [14]. The dynamic automatic decision making of Alexa or
Siri devices uses techniques of data science for processing the image and
voice recognition data instantly. Online gaming websites uses data science
to track the experience of users and promote those popular with latest ver-
sion releases. Online pricing of products will be compared among the pop-
ular online shopping websites by extracting the data from relevant websites
using inbuilt packages of data science [15].
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Advantages of Data Science

1.

The demand for data scientists is more as the complexity of
dealing data is critical.

Highly paid jobs are data scientists and more people are
recruited to work on specific domains to analyze all aspects
of data generated by the organizations.

. It provides wide variety platforms to make better under-

standing of data for building effective business solutions.

. Many of the data science projects are working on improv-

ing the products features, saving lives of people and provide
better insights for the organizations to make their business
reach to common man.

Disadvantages of Data Science

1.

The term relates to much confusion while analyzing the data
without any specific objective.

. Data Scientists need to update the new technology features

of data science if not they will set back in providing effective
solutions to business.

Without prefect domain knowledge data science becomes
useless landing into bad insights which will bring great loss
to the business.

Privacy of data becomes a big question without which data
science cannot proceed for next level of analysis. Arbitrary
data results in unexpected outcome of organization which
causes great defame.

1.1 Filtering and Selecting Data

Segment 1 - Filtering and selecting data

import numpy as np
import pandas as pd

from pandas import Series, DataFrame
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Selecting and retrieving data

"

¢ geries ob] = Seriesnp.arange{f}, index=['row !
:e:ies_:c}

oW 2 1
row 3 2
ovd 3
w3 4
owE 3
ow T 3
ms 7
degpe: int32

In [9]: |# ["label-index']
# §-0-0-( wmar T21s pozs ) --d-4

# When you vrite sguare brackets vith 3 label-index inzids them, this tells Python to select and

# retrieve all records with that label-index.
series obj['row 7')

to selace snd

In {22]: np.random.seed(23)
o obj = vatarrame (np.random.rand{3¢).reshape((5, %)),
indeg=["zaw 1'; "zow 2", "zow 3!, "sew'd', "zow 57, 'zow €'},
celwmne—['column 17, 'column 27, 'columa 3', 'columa &', 'columa 3', 'columa ']}

OF_cbs

Cat{22]: comn1 colimn2 colimn3 colmné column5 column
Tow1 0870124 0582277 0278833 0185011 Q41100 017376

row? 05B4950 0437611 0556220 0367080 0402366 0913041
fow3d 0447031 0583443 0.161983 0520719 0326031 0.899180
rowd 0306395 0836375 0481343 0516502 0.383048 0.997541
WS 0514244 0339033 0034430 0719930 0421004 0.430935

row6 0281701 0900274 0669612 0456060 0289804 0525819

[ocimmn indexes]]

indexes, this tells

row? 0402355 D4375W
rowS 0421004 0553053
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Data slicing

tatiidl: rowd 2
i 3
ws 4
w3
- R A

deype: 1a632

Comparing with scalars

row 1 False Falsa Faise True Faise True
row 2 Faise False Fase Faise Fase True
row3 Faise False True Falsa Faise False
oW 4 False Faise Faise False. Faise Faise
row 5 False False True False Faise False

row 6 Faise Faise Faise Faise Faise Faise

Oot[Z€]: zow 8

dtype: imc32

Setting values with scalars

o

AR

.;
g
4
i
&
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Data Preparation

The process of data preparation starts with understanding the context of prob-
lem domain from which data is collected. After collection of data it needs to
be cleaned and normalized by transforming it into equivalent understandable
type of data. The main motivation for data preparation is to enrich data with
more interesting facts by reframing the types of values it holds and corrections
of the values according to the relevancy of domain [6, 7].

Data preparation is considered as lengthy procedure which to be criti-
cally dealt by data scientists. It is primary job of data science professional to
understand the data in the context of problem domain to get better insights
from it [8]. Always data science professional should ensure that poor data
quality will lead to great confusion and poor decision making which is
great loss to the business. Thus data preparation process usually include
following standard format while collecting raw data, ensure the source data
is enriched with meaningful context and finally eliminate the unwanted
data as part of outliers analysis [9].

Data Preparation Steps

Data preparation process is similar for all organizations, industry and indi-

viduals. It follows the common framework steps as mentioned in fig 1.1.
The first stage is Gather which provides the source for collection of data

from all available problem domain areas. Some problem domain areas may

DATA PREPARATION

GATHER DISCOVER CLEANSE TRANSFORM ENRICH STORE

Fig 1.1 Stages of data preparation process.
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provide data catalogue to refer and some provide at run time depending on
the problem occurrence in real time world as on ad-hoc basis.

Second stage of data preparation is Discover, Whose primary task is to
understand the data to determine its usefulness in the current context of
problem domain. It’s a very critical task for which Talend’s provided a data
preparation platform to determine the usefulness of data with good visual
effects based on the users profile and acts as a tool for browsing the data
[10].

Third stage of data preparation is cleaning the data which is a crucial
part of processing the data where more effective techniques are used to
remove the unwanted data by performing outliers mechanism, Need to fill
the missed values in the data, ensure the data following standard patterns,
and mask the critical or sensitive data by categorizing it while entry of data.
In this stage the validation of data is also done to check the errors by put-
ting check points while processing. If validation of data is not done at ini-
tial stage for finding errors further they lead to great disaster of not having
clarity on the context of problem domain from where data is collected.

The fourth and fifth stages of data preparation are transform and enrich-
ing data. In this stage the data is transformed in to standard format of
value entries which leads to perfect determined outcome and make easy
understandable of data for all the users who are interacting with the data.
Enriching provides the flavor of improving the data with more facts and
makes the connectivity among those relevant data strongly bounded to
provide good and better insights.

The final stage of data preparation where the data is loaded in to specific
storage areas where it can be channelized to different analytical tools for
processing and helping the organization to gain good insights for further
decision making.

The major advantages of data preparation are identifying the errors at
initial stages of processing the data. If the errors were not caught at the
third stage of data preparation i.e cleaning it will be difficult in the next
stages where it is converted to another format and tracing of error at this
stage is highly unachievable. The data preparation process assures us pro-
viding good quality of data after completion of cleaning phase and trans-
formation phase and further analytical tools task is made easy for getting
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better insights. The job of decision making was made easy possible by all
phases of data preparation. The data which is made available at the storage
stage is highly qualified data which could be analyzed at any instant for
effective decision making in business.

1.2 Treating Missing Values

Segment 2 - Treating missing values

In [10]: |import numpy as np
import pandas as pd

from pandas import Series, DataFrame

Figuring out what data is missing

In [11]: missing = np.nan

series obj = Series(['row 1'; 'row 2', missing, 'row 4°,'row 3', 'row §', missing, 'row 8'])
series obj

row 1
oW 2
Hal
zow 4
row 3
row &
NaN
row 8
dcype: object

I I e e

False

False

True
Palse
Palae
Palse

True
Palse

dtype: boel

- T TSR S S
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Filling in for missing values

In [13]: np.random.seed(23)
DF obj = DataFrame (np.random.randn(36) .reshape(§,6}}
DF_obj
BEELIR 0 1 2 3 4 5
0228273 1026830 -0.839585 -0591182 -0956888 -0222326
-0619915 1.837905 -2.053231 0868583 -0.920734 -0232312
2.152957 -1.334661 0076380 -1.246089 1202272 -1.049942
1056610 -0419678 2294842 -2594487 2822756 0680889

-1.577093 -1.976254 0.533340 -0.290870 -0.513520 1982620

£ WM = e

5 N226001 -1R39905 1 A07R71 03RR292 0309732 0405477

In [14]: DF obj.ix[3:5, 0] = missing
Dr_obj.1x[1:4, 3] = missing
DF_obj
0 1 2 3 4 5
0 0228273 1.026890 -0.839585 -0.591182 -0.956688 -0.222326
1 -0619915 1.837905 -2.053231 02868583 -0.920734 Nan
2 2152957 -1.334661 0076380 -1.246089 1.202272 Nah
o NalN -0.419078 2.294842 -2.59448T7 2522730 Nald
4 MaN 1076254 0533340 -0 200870 -0 513620 Nal
5 NaN -1.839905 1.607671 0388292 0399732 0405477

In [15):

g value from vithin a Pandas object and fills it with thke

[illed DF = DF ubj.Lillua(9)
£illed DF

STl 0 1 ] 3 4 5

o

0220273 1.026090 -0.039505 -0.591102 -0.956000 -0.222326
-0.619915 1.837905 -2053231 0868583 -0.920734 0.000000
2 2162067 1.324661 0076300 1246080 4.202272 0.000000

0000000 -D419678 2204342 -2504487 2822756 0.000000

3
4 0000000 -1.976254 0533340 -0290870 -0.513520 0.000000
5 0000000 -1839805 1607671 0388292 0399732 0405477

filled DF = DF cb3.fillna{{)
filled DF

QA 0 1 2 3 4 5
0223273 1026890 -0.639585 -0.591182 -0.956888 -0.222326
0618015 1237805 -2053231 0868533 0920734 1250000
2192057 13UG61 0076380 1246089 1202272 1250000
0100000 -0.419076 2294842 -2594487 2822750 1.250000
0400000 -1976254 0533340 0290870 0513520 1250000
0.100000 -1839905 1807671 0388292 0399732 (405477

FTTET EPTIR RC



0 0228273 1020850 839585 059182 -09GGRE8 223%
1 0619915 1837805 -2033231 (0866583 08207 2235
1 2150667 -134361 0076300 -124008¢ 1202272 22238
3 2159 Q10678 2204842 -250MGT 2822755 Q220305
4 2150057 SRS 1SN0 028870 051350 20
§ 215657 1830905 1G07T6T1 0086292 03097 (4054TT

Counting missing values

In [21]:  np.random.seed(25)
DF obj — DataFrame (np.random.randn(3€) .reshape(&,§))

Dr:clbj..l.x[ﬁ:.’), 0] = missing
DF obj.ix[1:4, 3] = missing
DF _obij

out[21]): 0 1 2

DaTA MUNGING Basics

3 4 5
0 0228273 1.026890 -0.839585 -0.591182 -0.956888 -0.222326
1 0619915 1837905 -2.053231 0.868583 -0.020734 NaN
2 2152057 -1.334661 0.076380 -1.246089 1.202272 NaN
3 NaN -0.419678 2204842 -2504487 2822756 Nah
4 NaN -1.976254 0533340 -0.290870 -0.513520 NaN
5 NaN -1.830005 1607671 0.388202 0.300732 0405477

0 3
1 0
Z
3 0
4 0
& o

deype: intéd

of Epplean values it

13
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Filtering out missing values

oF .
DF ne NaN = DE_cbj.dropna(axis=l)
Dr_no NaW

1 2 3 4

1026890 -DB39585 -0.591182 -0.956888
1837905 -2053231 0868583 -0920734
-1334661 0076380 -1246083 1202272

-0.419678 2794842 -2594487 2822756

T

4 -1976254 0533340 -0.200870 -0513520
53

-1839905 1607671 0388292 0399732

et
=)

rre]
fred

Sl 0 1 2 | 4 5

0 DZ213 1026890 -0H39h8h -39TB2 -0YSBBBE -0 222326
1 0619915 1837805 -2053231 0868563 -0.920734 Nah
2 2162057 1334861 0076280 1246000 1202272 HaN
3 Nall 0419878 2704847 2504487 2822756 Nah
4 NaN -1976254 0533340 -0.200870 -0513520 NaN
H] NaN -1039805 1607671 0368292 0339732 0405417

1.3 Removing Duplicates
Segment 3 - Removing duplicates

In [1]: import numpy as np
import pandas as pd

from pandas import Series, DataFrame

Removing duplicates

In [6]: DF obj = DataFrame({'column 1': [1, 1; 2, 2, 3, 3, 3],
T T L o T T T
‘column 3': ['A'; ‘Aly ‘D% 'B'; 'cY% 'l ‘€'l
DE_obj
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Cublel: column1 column2 column 3

0 1 a A
1 1 a A
2 2 b B
3 2 b B
4 3 < c
5 3 c Cc
6 3 c c
In {712 |# abject )
¢ b-0-0-( FEAT T
§? in tha DataFrams, and resturns a Trus or Falss valns ta
#indicate vhether if 15 @ dupiicate of another rov found eariier im the DataFrame.
DF obj.duplicated()
out{7]: @ Falss
1 True
2  False
i True
4 TFalse
5 True
a True
dtype: beal

In [01: # sbject name.drep duplizatzs()

Cut[8

§ W-d-@-( wEAT THIS DOES )-W-E-&
§T0 G'.:ﬂp all gupligate IOVs, jiiSf.' gall the QZOF_G“@JLC&:ESH method off of the Dataframe.
DF cbj.drep duplicates()

column1 eolimn? enlumn 3

0 1 a A
2 2 b B
4 3 c c

In [10]: DF obj = DataFrame({'column 1': [1, 1, 2, 2, 3, 3, 3],
‘column 27% [Ta’; "a’; 'b'; 'b'; ‘gl e el
feolumn 3%t [ETA', A% 'BY; BT, C, DY, UL
DE_on]
Lode coumn1 columnz column 3
] 1 a A
1 : a A
2 2 b B
3 2 b B
4 3 c Cc
5 3 = =]
6 3 c c
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NF_nhi_drep_dnplisatas(['ealmen 20
SeElZ: cowmnt coumn2 column3

1 a A
b

[ I R

2 B
¥ © [
3 D

[+

1.4 Concatenating and Transforming Data

Segment 4 - Concatenating and transforming data

In [6]):

import numpy as np
import pandas as pd

from pandas import Series, DataFrame

In [7]): DF obj = pd.DataFrame (np.arange (36) .reshape(6,6))

DF_obj

Cut[7]: -

-

27
33

10 N

13 14

10
16
22
28

n
17
23
29
35

pd.DataFrame (np.arange (15) .reshape(5, %))



Concatenating data

Cut[11]

the DataFrame

b1 2

3

¥

4 5

e 1 2

1
212 1314
310 19 20
404 252%
530 3 R

S

0

B 7 8

3
]
15
21
a
3

1

4§
0 1

0 10 20
30 40 50

16 17 60 70 80

22 20 90 100 MO

28 28 120 130 140
34 35 NaN NaN NaN

11): |pd.concat ([DF obj,

2

| 4

pd.concat {[DF obj,n F obj<2], axis ;L]

DF obj 21)

L

0
6
12
1
24
30

N B W N - o

0

-

3
8
9

12

-ow N

1

T
13
18
25
H

10
13

2
8
14
20
26
32
2
5
8
n
14

30 40

90 100
150 16.0
21.0 220
27.0 280
33.0 340
NaMN  NanM
NaMN NaN
Nal  Nah
NaN NaM
NaN NaN

Transforming data

Dropping data

DF_obj.drop([

o 1 2 3 4

167 8 31

3 W W N &2

4 24 25 26 27 28
5 30 31 32 33 34

zov indexes])

50
1.0
17.0
230
290
350
Nan
NalN
L]
NaN
NaN

DaTA MUNGING Basics

y calling the .drop() method and passing in the index

17
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In [13): DF obj.drop([0,2], axis—1)

1 & & 5§
3 4
1 F w10 N

132 B 16 17
18 21 22 23
25 27 28 29
31 33 34 35

QoW N

Adding data

In [14]

ogcrico_obj — Scrico(np.arange(f})
series obj.name = "added variable"
series obj

ocut[14]: 0

ol W
N W M=

Name: added variable, dtype: int32

2 sourcas inta ane. The .jain{) methnd

$ sources on their row indsx 5
variahle added — DataFrams.join(DF _obj, meriea obj)
variable added

0 1 2 3 4 5 added variable

g f23Es 0
1 E T & 30T 1
2 42 13 4 15 46 7 2
Iz |
AUBBAARDN 4
530 31 323333 ]

In [19]: added datatable = variable_ added.append(variable added, ignore_index=False)
added datatable



e [10]
out{18]: 0

1

2 3 4 5 added variable

0

12

24
30
0
it &

0
1
2
318
4
5
0

12
18
24

(L L )

30

1

13
19
25
£

1

7
13
19
25
£l

2

14
20
26
32

2

8
14
20
26
2

3 4 5

6 7 4 390 1

15 16 7
21 2 23
27 28 29
1B MB
3 4 3
5 10 1
15 16 17
21 2% 23
27T 28 29
33 4 b

0

Y — R T U

(=

DaTA MUNGING Basics

In [20]: added datatable = variable_ added.append(variable added, ignore_index=True)
added datatable

=3

1

2 3 4 5 added_variable

- o
@ o

12
18
24
a0

12

® 8 N @ 6 oA wN

18

-
e

24
30

-
>

Sorting data

R,

DE_sorted

530 31 32 13

4245 % 7

I

2 12 13 W 15

e
REAXEXIWE

2 5 45
8 9 10 1
14 15 16 17
20 21 2 7

26 27 28 29

32 33 M4 B

2 3 & 5
8 9 10 M

14 15 16 17

20 1 22 23

26 21 28 29
32 33 34 35

u
3
2
18

10

11z 8 £ % 3N 8

LS
i
23
7

11

0

- e ot AW N -

w N

LU

19
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1.5 Grouping and Data Aggregation

Segment 5 - Grouping and data aggregation

In [25]: | import numpy as np
import pandas as pd
from pandas import Series, DataFrame

Grouping data by column index

In [26]: address = s/Lillian Pierson/Desktop/Exercise Fi.
cars = p:i.:eau_nsv[addre:s)

les/C

CATS.COIUNNS = | Gar Dames',"Hpy”, 'cyl’, aisp’, 'Bp', "O¥aT', ‘WL, "gasec’, "vS, "am’, 'gear:, "carp']

cars.head()

car_names mpg cyl disp hp drat wt gsec vs am gear carb

L] MazdaRX4 210 6 1600 110 2380 2520 1646 0 1 4 4
1 MamaRA4Way 210 0 1000 110 380 2673 1102 0 1 4 4
2 Dasun710 228 4 1080 93 385 2320 1861 1 1 4 1
3 Homet4Drive 214 © 2580 110 308 3215 1944 1 0 3 1
4 HometSportabout 187 8 3600 175 315 3440 1702 0 0 3 2

4 765653535 105135354 2536354 407000 2285777 1313727 020%0%1 (TIZT3 4090909 1545455
§ 19742857 183314285 122285714 IEETY 31 TR 057429 Q478571 18T 18P
B 15400000 353100000 20024268 3200285 1000244 WSTT21L) 0000000 0142857 3I28TH 1500000
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Data Visualization

Data visualization provides a mechanism to view the data in good graph-
ical format with curves or bars to give insights of the analysis [1, 2]. The
basic visual elements like curve graphs, bar graphs, charts and maps all are
part of visualization mechanism to make available data for tend analysis,
removing the unwanted data i.e. outlier’s mechanism and understanding
the patterns of data [11]. The data visualization tools provide analysis of
large amount of data which are popularly known as Big Data in the form of
graphs and charts and support data-driven decisions for the organizations
(3, 4].

The popular areas where the visualization of data gains more impor-
tance are the study of complex events like predicting the death rate with
new variant of covid-19 virus. Some of the other assets of data visualization
are natural phenomenon of weather reporting, medical diagnosis for dif-
ferent type of cancers and mathematical interpretations for computing the
astronomical measurements [5, 6].

The three different type of analysis done by data visualization are univar-
iate, Bivariate and multivariate [7]. The univariate analysis provides analy-
sis by prioritizing a single feature of data among all its available properties
[8]. The bivariate analysis does the similar task of analyzing on at least two
features of available properties of data. The multivariate doe’s analysis more
than two features for getting appropriate findings of the data [12].

The wide varieties of applications are making use of data visualization
mechanisms [13]. The popular are healthcare care industry for visualiz-
ing the patient’s data for identifying any common facts of occurrence of
diseases with bacteria or virus [9]. Business Intelligence tools are popu-
larly used by all types of industries to analyze the decisions made by them
affecting their product sales. Military uses the data visualization to develop
a high end defense tools to protect their nation. Food delivery apps use the
data visualization for identifying the popular restaurant foods requested by
the customers [10].

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (23-56) © 2022 Scrivener
Publishing LLC
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Advantages of Data Visualization

In business most of the situations are analyzed on com-
parison basis at-least two components are two features are
targeted for better analysis and decision making. In normal
method large amount of data need to examine with good
knowledge experts with many business factors for taking
the decision. Data visualization comparison analysis will
save time and provide better agreement among the business
management team to take appropriate decisions.

Data visualization provides a superior method of under-
standing data with good pictorial structures. This undoubt-
edly provides clear visual facts for supporting decision
making or understanding patterns.

The visual tools provide improved perception of informa-
tion and provide conclusions on usable patterns with more
superior knowledge [14].

Instead of sharing huge cumbersome amount of data the
visual tools provide the information in more abstract form
with more observations.

Data visualizations helps the different organization teams to
work with visualized facts and helps them to deeply investigate
before coming to conclusions. Much of the situations or occa-
sions can be correlated in business with visual facts for better
decision making in improving their insights by comparisons.

The visual information can be adjusted to improve the per-
ception of information and altered changes can be analyzed
for further decision making. It opens doors for many top
level management people in the organization to easily inves-
tigate on the visual facts and influence their decisions while
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discussion with expert teams. It also helps the geological
perception of information for further investigation to study
day to day effects on the visual data.

Disadvantages of Data Visualization

The data visualization sometimes foresees the actual fact
values and provides perception on fault data. As the data
changes for assessment it is difficult for data science team
to draw conclusions with corrupted information. The results
may be only changed graphs but that leads to misguidance
in taking exact decisions.

Many of the conclusions drawn from the data used for visu-
alization is done only one sided decision which means the
information perception is absolutely failed if an individual
will carry the data interpretation. Thus one-sided interpreta-
tion always makes the job of data science to draw conclusions
from the significant information with one-sided results.

The data visualization tools provide perceptions which can’t
provide help with other alternative choices and consider those
results as unexpected [15].

The information perception which is viewed as a correspon-
dence need to be clarified with specific reasons and the plan
will fail if any data provided at that point is not relevant to
consider the results as inappropriate.

If the personnel involved in the data science team doesn’t
have clarity on the domain relevant data then they may fed
wrong input for visualization tool which results in wrong
interpretations.



26 DaAtA SCIENCE HANDBOOK
2.1 Creating Standard Plots (Line, Bar, Pie)

Segment 1 - Creating standard plots (line, bar, pie)

Ia [{]: ! pip install Seaborn
Requirement already satisfied [umse —upgrade to wpgrade): Sesborn is cilproqran fileslamacendal\lib\site-pachages
Ton are nsing pip version §,1.2, however version 9.0.1 is aweilshls.

You should consider upgrading via the 'python -m pip install —-mpgrade pip' comand.

In [2]: import numpy as np
from numpy.random import randn
import pandas as pd
from pandas import Series, DataFrame

import matplotlib.pvplot as plt
from matplotlib import rcParams
import seakorn as sb

In [2]: %matplotlib inline
rcParams|'figure.figsize'] = 5; 4
sb.set_:tyle(‘whiteg::d')

Creating a line chart from a list object

Plotting a line chart in matplotlib

In [4]: x = range(l,10)

¥y=[1,2,3,4,0,4,3,2,1]
plt.plot(x, y)

Cut[4]: [«matplotlib.lines.Line2D at Oxb£6291d40>]
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4.0
35
3.0
2.5

2.0

0.5

0.0
1

Plotting a line chart from a Pandas object

In

[5): eddress = 'C:/Users/Lillian Pievson/Desktop/Exercise Files/Ch02/02 01/mtcars.cev'
cars = pd.read cav(address)
cars.columns = ['car names’, 'mpg’, 'cyl', 'disp!, 'bp', 'drat!, 'wt', 'gsec', 'ws', 'an', 'gear', 'carb']

mpy = cars['mpg']

1: 'mpg.plot()

<matplotlib.axes. subplots.AxesSubplot at Oxcl3cdal>

35

30

25

20

In [7): |df = cars[['cyl', 'wt', 'mpq']]
df.plot()

Out[7]: <matplotlib.axes. subplots.hAxesSubplot at OxcO08808>
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35
—_cyl
30— Wt
—— mpg
25
20
15
10
° —\/\/\/’\f—\—i/_\L//f\,\_\ﬁ\/\
0
0 5 10 15 20 25 30
Creating bar charts

Creating a bar chart from a list

ple.bar(x, v)

<Container object of 9 artists>

4.0
35

3.0
25
2.0
1.5
1.0
0.0 -
1 2 3 4 5 6 7 8 9 10

Creating bar charts from Pandas objects

mpg.plot (kind—"bax"}

<matplotlib.axes. subplots.fAxesSubplot at Oxc7£4140>
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mpg.plot{(kind-="barh")

In [12]:

plota.AxesSubplot at Oxdecl358>

_sub

<matpleotlib.axes.

+
Q

—O\CONONTMAN—O OO ONTMAN—O N CONON TMN—O

AN

35

30

25

20

15

10

o

Creating a pie chart

—
™

plt.pie(x)

plt.show()
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Saving a plot

: plt.savefig('pie_chart.jpeg’)

plt.show()

<matplotlib.figure.Figure at Oxcc44£f98>

In [16]: $pwd
Cut[16]: wu'C:\\Users\\Lillian Pierson\\Documents\\Notebocks'

2.2 Defining Elements of a Plot

Segment 2 - Defining elements of a plot

I Fik:

in 2]z

import numpy as np

from numpy.random import randn
import pandas as pd

from pandas import Serie=, DataFrame

import matplotlib.pyplot as plt
from matplotlib import rcParams

$matplotlib inline

icParams["figure.figsize'] = 5, 4
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Defining axes, ticks, and grids

Q
[+
o

o

In [8]:

i rge (1,10)
r— [(2,3;9,;4;90,4,9,58,41]

Fig = pl= Figuwall
ax = fig.add awesa([.1, .1, 1, 1)
ax.plotix,y)

[<matplotlib.linesa.Line2D at O0xSf646ds>]

4.0

35
3.0

25

£fig = ple.figurel)
ax = fig add assa{[_.1, .2, 1, 1})

ax.set xlim([1,3])
ax_set_ yIim{([d,5])

ax.set_xticksi{[0,1,.2,
1.2,

€,8,89,101)
ax.set_yticks([0,1 5

4.8,
3,.4,581)
ax_plotix, ¥)

[<matplotlib.lines.Line2D at Oxa051dald>]

31
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[

fig = ple.figure()
ax = fig.edd_axes(l.1, .1, 1, 11)

ax. set_xlim([1,3
ax.sec_yiim([O.5

ax_grid()
ax_plot(x, ¥)

(*matplotlib.lines.Line2D at Oxa5c5048>]

Generating multiple plots in one figure with subplots

1: fig = ple_figure()

Cuti?]

fig, f(axl, ax2) = plt.subplots{l,2)

axl._plot(x)
ax2.plotix,y)

[<matplotlib.lines.LineZD at 0xa3db308>]

<matplotlib.figure.Figure at OxaSd3cla>

IrTrrr—T—T—Tr— 4.0
81 135
7F 13.0
6 125
5F 120
4 115
3 11.0

2 10.5
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2.3 Plot Formatting

Segment 3 - Plot formatting

In [1]: impert numpy as np
import pandas as pd
from pandas import Series, DataFrame

import matpleotlib pyplet as plt
from pylabk import rcParams

import seaborn as sb

In [2]: %matplotlib inline
reParama|['figure.figeize'] — 5, 4
sh.set. style ('whitegrid")

Defining plot color

range (1, 10)
[1,2,3,4,0.5,4,.3,2,11

¥
plt.bar(x, y)
Cut[3]: «Container object of 9 artists>
4.0

35

3.0
25
2.0
1.
1.
AL
0.0 .
1 2 3 4 5 6 7 8 9 10

(%]

o

(%]
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£ [9]: |RE = (0T Uede 0, BT 0u9, 9.9, 0.3, 0.3 0450
color = ['salmon'l
plt.bar(x, y, width=wide, cclor=color, align="center')

Out[4]: <Container object of 9 artists>

In [7]: laddress - 'C:i/Usera/Lillian Pierscn/Desktop/Exercise P‘_lea,'chﬂz.'ﬂz_m.‘mmna.e:\"
vais = pd.scad_cov(addizss)
cars.columns = ['ca:_nmx','mpg',':yl','dup'. *hp', 'drat!, 'wt', 'gzec', 'va!; 'am'; 'geaz!, 'carb']
ot = carsif'cyl’s 'mpg’,'we'l)
dE.plet()

Cut{7]: <matplotlib.axes. subplots.AxesSubplot at Oxc259dal>

35
—_cyl
30 |-===mMpg
— wt
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In [8]: <oloxr theme — ["darkgray', 'lightsalmon', '"powderblue']
df.plot (color=color theme)

Cutif]: <matplotlib.axes. subplots.hAxesSubplot at Oxc680860>

35 | .
— cy / ,‘
30— MpP9 A

i [\ v
25 _/-\ /\\ f \‘\ /l \5 |
20 [ | \ I (
15 \,’J \/\\ \/\/

| .

v/ [

0
0 5 10 15 20 25 30
In [9]: |z = [1,2,3,4,0.5]
plt.pie(z)
plt.show()

In [15]: colozr theme — ['#RUADRY’, '#FEROTA', '#B30E0E6’, '#EFE4C4’, '$ED37ER']
plt.pic(z, colors = color_theme)
plt.show()
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Customizing line styles

In [16]: |kl = range(0,10)
|¥3 = [10; 9 8 7: & & 4 3 2 11

‘plt.plot(x, V)
'plt.plot(x1,vl)

Cuc{lé]: [<matplotlib.lines.Line2D at Oxdbfd7b8>]

10\
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In [17]): plt.plot(x, ¥, ls = "steps', lw=5)
ple.plok(xl.yl. Is="'--". 1w=10}
Cut[17]: [<matplotlib.lines.LineZD at Oxdff2048>]

Setting plot markers

In [18]: plt.plot(x, ¥, marker = '1", mew=20)
plt.plot(xl,yl, marker = '+', mew=15)

Cut[18]: [«matpletlib.lines.Line2D at Oxe304108>]

10

37
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2.4 Creating Labels and Annotations

Segment 4 - Creating labels and annotations

In [2]:

]+ import numpy as np

import pandas as pd
from pandas import Series, DataFrame

import matplotlib.pyplot as plt
from pylab import rcParams
impart ssahnrn as =h

$matplotlib inline
rcParams|['fiqure.figsize'] = 8,4
sh._ set_stylel: whi teg rid')

Labeling plot features

The functional method

In {27- =

¥

plt.

ple selabal {'your w-aswisz lakal')
plt.ylabel|'your y-axis label')

your y-axis label
- = NN W
o U»n O Uun O

th [41: 2=, 2,3 4

veh type = ['bi

<maspleslib.sens.Tens as OubackT40>

4.0
3.5

o
w

0.0
8 9
your x-axis label

9.5]

jcle’, 'motorbike','car', 'van', 'strolisr']

plt.pie(z, labels= veh type)
plt.show()

IIII-II i
1 2 3 4 5 6 7

10
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The object-oriented method
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]: address

cars = pa.
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213, Tp!
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L
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dd axes([.,

fig.a

fig = plt.

ax

gti)

=pg.pl

ax.327_xuicksl

)
w
o)

: }

xtickiabels(cars.car o

ax. 381
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abe:

ex.act xl

<matplotiib. taxt Text st Oxcaedddds
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J m\&f, “o, %

o
8 ’ ] 2 2%

35
3

|eb/sapw

car names



40 Data ScIENCE HANDBOOK

Adding a legend to your plot

The functional method

In [&]: plt.pia(z)
plt.legend(veh type, loc='best®)
plt.show()

I bicycle
mmm motorbike
e car

@ van
s stroller,

The object-oriented method

Tn [7]: fig = plt.figure()
ax = fig.add axes([.1,.1,1,1])
mpg.plot ()

ax.set_xticks(range(32))

ax.set _xticklabels(cars.car names, rotation=6J, fontsize="medium'})
ax.set title('Miles per Gallon of Cars in mtcars')

ax.set xlabel('car names')
ax.scl ylabel(‘wiles/gal’)

ax.legend (loc="best'}

Cut(7]1: <mavplotlib.legend.legend at OxcScab0d>
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Miles per Gallon of Cars in mtcars
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abel

1g.a00_axes{[.1,.1,1,1]

: 4 plt.figurel)
ax
mpg.plot ()

o
o
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m
o
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o
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o
o
a
n
Ly ]

% aet_ylim{ [0
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<matplotlib.text.Annotation at OxelfB330>
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2.5 Creating Visualizations from Time Series Data

Segment 5 - Creating visualizations from time series

data

In [1]: import numpy as np
from numpy.random import randn
import pandas as pd

Irom pandas 1mpOrt Series, batakrame

import matplotliib.pyplot as plit
from pylab import rcParams
import seaborn as sb

In [2]: %malplolliby inline

rcParams['figure.figsize'] =

sb.set style('whitegrid'}

The simplest time series plot

In [4]1: address = 'C:/U Fi
df = pd.read csviaddress, index ccl='Order Da
dE head()

Row Order Order  Order .
n N Priocity Quanti Sales Discount
Order Date
2010-10-13 1 3 Low 8  281.5400 0.0
0z &8 Z: High 43 1230200 vo7

20124001 5 293 High 27 2645700 on

201140710 B0 483 High 30 49B57ESS 0.08

20100828 83 212 19 3942700 0.08

The simplest time series plot

In [41: address
df = pd.z
ar.nesdal)

5, 4

Ship
Mode

Reguiar

Delivery
Trutk

Asguls

Meguiar
Air

Asgulsr
Al

21325 3894

457.81 208.10

471 309

115897 19599

034 2178

35.00

238

39

834

Banry
French

Clay
Rozendal

Scltero

Nunavet

Nunavul

Nunavut

Region

Nunavut

Hunavul

Nunavut

Nunavul

Nunavut

small

Business

Consumer

Consumer

Consumer
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Product
Ship linit  Shipping Cnetamar Custamar Produst Pradust Suh- Pradunt Pradunt
Mode ™™ price  Cost Name TOVINCE MEDWA o oment  Catsgory Category Mame Container D25® ShipUale
ke
Base for
Keguiar Munsmmea sman umes Swrsge s MeoEble Lege
W os3s ames  ason Manen Monsvut Munsvit > SR s —~ T 00 10202010
plainum
e
Foot
e asrst 218 esoz oo Munavut Mungwt Cansumes sﬁm: Applisnces c‘f'c"‘.”;‘f MBS pas 02012
Office
Refigara
Pdinet
SlantD
Bingers snd Ring
Regulst 4571 08 258 BS™Y  muncvut Munswit Consumes O Binder  Rindee OO0 038 inazON2
T Accemoriss
Gauge
Viny
Telephones
R'“"X: 1o 19999 S99 Dioerge NURSVUT Hunavit Comorste  fecnnoiogy ana Rasy 5';:1 s Tnzam
Commuricatisn
WU s 217 B S punavt Mu Cansus itk I weman ST on snozon
o aas ; ! = @ navut me o ie  Aeeliances  HEPAS Loall
< »
[§]: | af['Order Quantity'].plot()

o

“

<matplotlib.axes. subplots.AxesSubplot at Oxc2Se360>

50
40
30
20
10

0

° © Q Q A
o0 00 QN QN N
o W T S S

A 2
0’\ Q’\
yo© \0\ yo© \0\’)' yo“')' W

Order Date

\’9\l

d£2 — df.sample (n—100, random state—2l, axiz—1)
plt.xlabel( Urder Date’)

plt.ylabel ('Order Quantity')
plt.title('Superstore Sales')

df2['Ozrder Quantity'].plotl)

<matplotlib.axes. subplots.AxesSubpleot at Oxc32bd30>
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Superstore Sales
50

iy |

w
o

Order Quantity

N
o

10

0
© © Q Q A A 0 1
N\a‘qu 5@9100@%‘ o SeQ’)’Q\;\a"LQ\ 5@910\\\0")’0\ 5@910\

Order Date

2.6 Constructing Histograms, Box Plots,
and Scatter Plots

Histogram

The data visualization tool which works on continuous interval of data for
a particular period of time. It combines features of vertical bar and line
charts. The x-axis is broken into discrete intervals based on the continuous
variable and the amount of data in that time interval relates to that height
of the histogram bar. The general interpretations which happens from his-
togram are they provide data in that specific interval with more concen-
trated bars and capable of finding gaps or unusual values throughout the
dataset.

The popular reason for using histogram are most of the datasets are
compared over an interval of time with good distribution of data. The data
set more than three featured variable values should not be considered for
interpretation in histogram.

The best practices of using histogram for data visualization are as follows:

o Try to avoid distribution of data with too wide carrying
more important details or too narrow which relates to large
noisy data.
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o Always use equal round numbers for creating good bar size

graphs.

o Consistent colors need to be used with fine labeling through-

out the graph so that it is easy to identify relationships.

Advantages and Disadvantages of Histogram

Histograms are mostly used for continuous, discrete and
unordered data and very useful to draw.

They consume more ink and space to display small
information

Simultaneous comparisons are somewhat difficult using
histograms.

Segment 6 - Constructing histograms, box plots, and

scatter plots

1: lmport numpy as np

import pandes me pd
from pandas import Series, DataFrame

from pandas.tocls.plotting import scatter matzix
import matplotlib.pyplet as plt

from pylab import rcDarams
import seaborn as sh

10] : Smatpletlib inlina

rcParams['figure. figsize']l = 5, 4
sb.set_style('whitegrid"')

Eyeballing dataset distributions with histograms

{3]: address = 'C:/Users/Lillian Pierson/Desktop/Zxercise Files/Ch02/02 06/mtcars.csv’

cars = pd.read csv(address)
cars.columns =
cars.index = ca
mpg = cars['mpg’

mes’, 'mpg’, 'cyl', 'disp’, 'hp', 'drat’, 'wt', 'gs vs', ‘am’, "gear’, ‘carb’]

Cer names

-
h
]

mpg.plot{kind="hist')

- <matplotlib.axes. subplots.AxesSubplot at Oxbec74elr

45
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Frequency

In [4]: plt.hist (mpg)
plt.plot{)

In [5]: sb.distplot (mpg)
Cut[3]: <matplotlib.axes. subplots.AxesSubplot at Oxbeac(048>
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0.08
0.07
0.06
0.06
0.04
0.04

0.02

0.01

0.00

mpg

Seeing scatterplots in action
Scatterplots

Scatterplots are the data visualizations where more data points are plotted
to highlight the similarities of dataset. It helps in performing outlier anal-
ysis on data while distributing data for plotting the curves. It is very easy
to identify the positive and negative correlation of data when plotting the
data from lower left to upper right and from upper light to lower light.
Most of the data will follow some correlation and it is difficult to predict
the pattern through which correlation is identified for data.

When to use scatter plot visualization?

Use a scatterplot for the following reasons:

« Identifying relationship between two variables
o Reliable outline of data visualization need to be done.

Don't use a scatterplot for the following reasons:

o Scan large amount of data rapidly for finding appropriate
information
« Data points are plotted with more clarity and fine precision.
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Best practices for a scatter plot visualization
If you use a scatterplot, here are the key design best practices:

o Scatter plot will analyze data to identify the possible trends
of data and ensure it to plot for only two possible trends to
remove confusion.

o Always start at 0 for y-axis plot.

Advantages of Scatter plots

» Good trends of relationship are identified using this visual-
ization technique.

« All possible outliers data are identified with in the range of
minimum to maximum

 Correlations are highlighted

« Exact data values are retained for a particular sample size

« Both positive type correlation and negative type correlation
are revealed in the plotting.

Disadvantages of Scatter Plots

« Flat plot of straight line gives confused results.

o Most of the data interpretations are done in subjective

« The correlation does not reveal perfect reasons for their cause
« It only deals with continuous data for plotting on both axes.
 Multivariate analysis cannot be done using scatter plots

Seeing scatterplots in action

In [6]: cars.plet(kind—'scattes', x—'hg', y—"mpg', o—['dackgzay'], =—150)

1: <matplotlib.axes._ subplots.AxesSubplot at Oxcd4cdaB>

40
35 -
30 O @)
-
@
25 ®
o L’) B
g %
€ 20 g T
o8 | f% -
15 @ ¢ H’v‘ &
10 (4]
5
0 50 100 150 200 250 300 350
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In [7]): sb.regplot{x="hp', y='mpg', data=cars, scatter=True)

<matplotlib.axes. subplots.AxesSubplot at O0xcS5£68d0>

40

mpg

0 50 100 150 200 250 300 350
hp

Generating a scatter plot matrix
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cars df{'grosp'] = pd.Series|cars targst, diype="categ
sh.pairplot{cara df, boe='groop!, palettes

[18]: <sasborn.axiagrid, FaizCeid at Dx235870dE>
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Building boxplots

Boxplots

Data visualization which deals with more amount of distribution of data
across different ranges of maximum to minimum with many partition is
possible using box plot or whisker diagram. It summarizes data in to five
categories like minimum range, first quartile range, median range, third
quartile range, and the maximum.

Much of the outlier’s data is clearly interpreted in box plot with full
length of data variation from minimum to maximum.

Reasons for utilization of box plot visualization.

« Distribution of data is interpreted with neat comparison.
« The interpretation of box plot all possible ranges of data
from min to max and then to median.

Don'’t use a box plot for the following reason:

« Dataset with no perfect conclusion forunivariate interpretation

Best practices for a box plot visualization

If you use a box plot, here are the key design best practices:
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 The labels of the box plot need to be with good font size and
legend need to be highlighted and the line thickness and
width need to be highlighted for good and easy understand-
ing of the interpretation.

« Different color, line borders and symbols need to be used to
differentiate while plotting multiple data sets.

o Unwanted clutter need to remove while plotting the data
with boxplot.

Advantages

o Most of the statistical data can be easily plotted for large
amount of data in a single box plot.

« During display of box plot the range of data need to be
clearly specified on a number line.

o Symmetryand skew-ness of data easily captured using box plots

« Most outliers are detected are shown using box plot

Disadvantages

o The originality of data misses in the box plot and other sta-
tistical parameters like mean and mode cannot be plotted.

« Numerical data is only suitable for box plot other variety of
data samples cannot be interpreted.

Building boxplots
In [15]: cars.boxplot(column="mpg", by="am")
cars.boxplot (column="wt", by="am')

Cut[15]: <matplotlib.axes. subplots.AxesSubplot at 0x29%ae7f60>

Boxplot grouped by am
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30
25
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DATA VISUALIZATION

In [16]: sb.boxplot{x="am', y='mpg', data=cars; palette='hls'}

Out[18]: <matplotlib.axe=. subplots.hxesSubplot at 0x2d7£5£28>
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3
Basic Math and Statistics

Math for Data Science

Mathematics has created an impact on every discipline. The magnitude
of the usage of mathematics varies according to the disciplines. There are
two main components of mathematics that contribute to Data Science
namely - Linear Algebra and Calculus [1, 2].

Linear Algebra and Calculus are the important concepts of mathemat-
ics which play vital role in managing the data in data science domain [3].
Mathematics lays the backbone for many disciplines depending on the pur-
pose of providing the solutions to the problems occurring in that domain
[4]. In this section will brief about the above two popular concepts as part
of mathematics in data science [11].

3.1 Linear Algebra

Image data analysis is the primary role in image processing which is dealt with
techniques of linear algebra. Image recognition, text data analysis, dimension-
ality reduction solutions are derived using linear algebra concepts [12].

Linear Algebra Techniques for Data Science

Inverse matrix and transpose matrix operations are very popular linear
algebra techniques used in data science [13].

Single Value Decomposition

Single value decomposition will manipulate the matrices by performing
the product of three matrices operations like scaling, rotation and shearing.

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (57-96) © 2022 Scrivener
Publishing LLC
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Eigenvalue Decomposition

Eigen value decomposition perform reduction operation on matrices to
boost the matrix to generate new vector data which are having similar
features and further this vector data is decomposed in to eigenvalues and
eigenvectors.

Principal Component Analysis

Higher reduction of dimensional data is possible using principal compo-
nent analysis. It is popular dimensionality reduction technique among the
variables without losing strong variables among the correlate data [14].

3.2 Calculus

Calculus plays very important role in Data Science [15]. It majorly involved
in optimization techniques which are popular in machine learning. It
is also used as mathematical modeling technique as part of neural net-
works to improve the performance and accuracy. Calculus is classified as
Differential calculus and Integral calculus [5].

3.2.1 Differential Calculus

Derivatives are mostly used as part of differential calculus to find the max
and min functions and rate at which the quantity changes. Derivatives are
popular used in optimization techniques to find the minimal as to min-
imize the error function. Partial derivatives are generally used for back
propagation chain rule concept of neural networks. Game theory also uses
differential calculus for generative adversarial neural networks.

3.2.2 Integral Calculus

Integral calculus is popularly used for aggregating the quantities and find
area under the given curve. Integral calculus is performed in two ways
definite and indefinite integrals. Most of the probability density functions
and variance computation for random variable is dealt by integral calculus.
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Bayesian interference popular technique in machine learning uses only
integral calculus.

Statistics for Data Science

Data science derives most of its features from statistics like gathering, anal-
ysis of raw data, data interpretation and data visualization [6]. Both are
data—driven mechanisms which are popularly used for decision making
[7]. It provides very popular tools to reveal features of large amount of
data. Comprehensive results can be derived by data summarization and
interference mechanism [8]. The two popular approaches of statistics are
Descriptive statistics and inferential statistics [9].

Descriptive statistics is mostly used for describing the data. It performs
the quantitative analysis of data for summarization. It does summariza-
tion using graphs. Following are some of the key concepts learned as per
descriptive statistics [10].

Large no of data samples are plotted using normal distribution in to
a bell shaped curve which is popularly known as Gaussian curve. The
Gaussian curve is symmetric in nature means all the sample values are
equally distributed in both directions of center axis.

Central tendency identifies the central point of data from which mean,
mode and median are computed. The average of sample data gives the
mean value, the middle value of the data which is arranged in ascending
order signifies the median and mode is the most frequently occurring
value in the sample data.

In the Gaussian curve if the sample data does not lead to equal distri-
bution on both sides from the center then it leads to skewness. The left
side accumulation of sample data leads to positive skew similarly right side
accumulation of sample data leads negative skew.

If the sample data in Gaussian curve accumulates on the tail end of the
graph then it is called kurtosis. If more data is present the tail of the graph
then it called large kurtosis similarly small data at tail of graph represent
small kurtosis.

The other measures which are computed on the sample data which are
occurred in variable manner in Gaussian curve are range value, variance
value, inter quartile and standard deviation of data.
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3.3 Inferential Statistics

Inferential Statistics is the procedure of inferring or concluding from the
data. Through inferential statistics, we make a conclusion about the larger
population by running several tests and deductions from the smaller
sample.

The concluding of data or inferring the results of sample data is a pro-
cedure followed in inferential statistics. The conclusions are made by run-
ning several tests on large population and finding results from the sample
data. Example of election survey which is done by selecting some sample
of population and choose some specific observation parameters to identify
the views of the public.

Some of the popular techniques studied under inferential statistics are
as follows.

3.3.1 Central Limit Theorem

Central limit theorem is estimation of the population mean where in the
mean value same between small population and large population. The
margin error is computed by the product of standard error of the mean
with z-score of percentage of confidence level.

3.3.2 Hypothesis Testing

Hypothesis testing is performed by computing the attribute results from
smaller sample for a much larger group. Two hypotheses are tested against
each other i.e null and alternate hypothesis. Always alternate hypothesis is
computed to prove that null hypothesis is wrong.

3.3.3 ANOVA

ANOVA is used for performing the hypothesis test for multiple groups.
It improves the popular hypothesis of t-test. It tries to perform testing on
minimal error rate. It is normally used for computing F-ratio. It is the ratio
of mean square of internal group and mean square in between the groups.

3.3.4 Qualitative Data Analysis

The two important techniques of qualitative data analysis are correla-
tion and regression. The process of finding relationship between random
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variables and bivariate data is called correlation. Regression is used to find
relationship between variables. Different model of regression are chosen
based on no of variables used for estimation it ranges from simple regres-
sion where only two variables are used and multi-variable regression where
more than two variables are considered for estimating the relationship.
Non-linear regression is performed of non-linear data.

3.4 Using NumPy to Perform Arithmetic Operations
on Data

Arithmetic Operations on NumPy Arrays
Numpy performs element wise arithmetic operations on the array elements.

np.add( )- performs the addition operation on the array elements.
np.subtract( )- Performs the subtraction operation on the array elements.
np.mulitply( )- Performs the multiplication operation on the array elements.
np.divide( )- Performs the division operation on the array elements.
np.power( )- Performs the exponentiation operation on the array elements.
np.mod( )- Performs the modulus operation on the array elements.
np.negative( )- performs the negation operation on the array elements.
np.sqrt( )- computes the square root operation on the array elements.
np.abs( )- gives the absolute value of the array elements.

np.exp () and np.exp2( )- computes eAx and 2/Ax for each array element.
np.log( ) and np.log10( )- computes natural logarithm and base-10 opera-
tion for the array elements.

Segment 1 - Using NumPy to perform arithmetic
operations on data

In [1]: |import numpy as np
from numpy.random import randn

In [2]: |np.set printoptions(precision=2)
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Creating arrays

Creating arrays using a list
In [3]: |a = np.array([1,2;3,;4:5,6])
a

arzay{[l; 2; 8y 3; 3; €])

In [4]: |b = np.array([[10,20,30],
b

Cut[4]: array([[10, 20, 30],
[40, 50, &0]])

Creating arrays via assignment

Tn [5]: np-random.=esed(25)
¢ = 26*np.random.randn (&)
c

[40,50,80]11)

Cut[3]: array(] 8.22, 36.97, =30.23, -21.28, —34.45, =8.

d = np.arange (1,35)
d
5 W R R 6058 91

it[6]) : array([ 1, 4,
8, 21, 22, 23, 24, 25, 26, 27, 28,

3,
1 0,

2,
13, 2

Performing arthimetic on arrays

In [7]:|a ®* 10

Qut|7]: array([l10, 20, 30, 40, 30, &0])

12,
29,

11,
30,

[B]l: &rray(l .22, 38.97, =27.23, =17.28, -29.45,

14, 15,
at, 42,

=2

1}

1s,
33,

1)

i,
341)



In [9]: c - a

Cut[2]: arrawv([ 7.22.

In [10]: |¢ * a

Out[10): array([ 8.22,

In [11]: | [/ &

Out[1l]: array([ 6.22; 18

Multiplying matrices and basic linear algebra

-
=)

aa =
aa

[}
[+
ot
I
L8]

array([[ 2.;
[ 2%
[ 10.,

In [13]: bb =

bhh

1: arzay(l

[ 0.
[ 3.
[ &

- =

In [14]: aa*bb

array([[ 0.,

i up.dol{aa,Lb)

array([[ 48.,
[ 390.,
[ 2940.;

35

73.94,

«48; —-10.08;

np.array([[2.,4..6.1.

200 5

np.array([[0.,1.,2.],

PO O
4.
T
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15 —33.33;

—-50.68,

—=9.32;

-

4.,
3.,

6.1,
3.1,
30.11)

I

2.1
5.]
g.]

’ r

[

‘ )
2.

2490.

60.,
8.,
300.,

T3,
57.
360.

1.
11}

-25.28, -38.43,

8513,

~h.89;

~44: 1)

AT2.2%;

—-48.021)

—1+331)

[8.47.¢5.11)

63
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3.5 Generating Summary Statistics Using Pandas
and Scipy

Segment 2 - Generating summary statistics using
pandas and scipy

In [17]: import numpy as np
import pandas as pd
ifrom pandas import Series, DataFrame

import scipy
from scipy import stats

n [ ]: address = 'C:/Users/Lilltan Pierson/Desktop/Exercise Files/Ch01/01 05/mtcars.csv’
cars = pd.read csv(address)

cars.columns = ['car names','mpg’,'cyl’, 'disp’, ‘hp’, "drat’, 'wt’, 'gsec’, “vs', 'am’, 'gear’, ‘carb’

cars.head{)

Looking at summary statistics that describe a variable’s numeric

values

In [20]: |cars.sum{)

Out(20]: car_mames Mazda R¥4Mazda R¥X4 Waghataun T10Hnrnet 4 Nrive...
mpg 642.9
eyl 198
disp 7383.1
hp 4p84
drat 115.09
wt 02.952
gsec 71.16
o 14
an 13
gear 118
carb a0

dtype: object

In [21]: cars.sum(axis=l)
cutl[21 0 328.9890
1 329.°795
2 259.3580
3 426.135
4 590.310
5 385.540
A ARA.020
7 270.980
2 380.570
9 350.460
i0 349.660
11 510.740
12 511.3500
13 509.850
14 728.560
is5 726.644
18 725.695
17 213.850
18 195.165
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In [21]: cars.sumi{axis=1)

14 728.560
15 726.5644
18 725.685
L 1 213.850
18 195.163
19 206.955
20 273 _T15
21 519.630
22 506.085
23 48,280
24 631.175
2 208.215
26 272.370
27 273.683
28 870_880
29 379.3490
30 694,710
31 288.890
dtype: floated

in [£2Z]: |cars.median(})

Cut[22]: mpg 19.200
cyl 6.000
disp 196,300
hp 123.000
drat 3.642
Wi E, (M Lt
gaec 7710
va 0.000
am 0.000
gear 4.000
carb 2.000

dtype: floatcd
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In

Q

[0
Vel

i
e

[20]:

carz.meanl)

mpg 20.080825
eyl 6.187500
disp 230.721873
np 146.687300
drat 3.586563
wt 3.217350
=en 17.848750
w3 0.437500
am 0.400250
gear 3.687500
carb 2.812500

dtype: floate4d

cars.max ()

car_ names Volwo

mpg
cyl
disp
hp
drat
whk
gsec
vs
am
gear
carb
dtype: object

mpg = cars.mpg
mpg.idxmax()

19

1428
33.9

372
335
4.83
5.424
Z2.8

m un =
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Looking at summary statistics that describe variable distribution

In [33]:

Cut[33]:

In [¥]:

cars.std()

i ompg 6.026948
cyl 1.785922
disp 123.938694
hp £8.562868
drat 0.534679
wt 0.978457
rqEec 1.7RA041%3
ve 0.50401¢
am 0.488901
geaxr 0.737004
carb 1.615200

doype: flocated

cars.var{)
mpg 36.324103
cyl 3.189514
disp 15360.799829
hp 4700 _866035
drat 0.285881
wt 0.957379
gsec 3.193168
vs 0.254032
am 0.248002
gear 0.544355
cazb 2.608871
dtype: tloatb4
g:nr = cars .genx

gear. value_ccmnts {)

3 15
4 12

5
Namc:

cars,describe()

5
gcar, dtypec:

oyl

disp

int641

p

wt

sec

geal

caib

count 32000000

20090625

£.026948
10.400000
15.425000
19:200000
22800000
33900000

32000000
4187500
1785922
4000000
4000000
6000000
5000000
0.000000

32000000
230721875
123.920694

71.100000
120.825000
196.300000
326.000000
472000000

32000000
146.687500
60562058
52000000
£6.500000
123000000
180.000000
335000000

32000000
3596563
0534679
2760000
3.080000
3695000
3920000
4530000

32.000000
3217250
0.878457
1513000
2581250
3325000
3610000
5424000

32000000
17.348750

1.786943
14500000
16.892500
17710000
18.900000
22300000

32.000000
0437500
0504016
0.000000
0.000000
0.000000
1.000000
1.000000

32000000
0406250
0498991
0000000
0.000000
0.000000
1000000
1.000000

32000000
3687500
0737804
3.000000
3.000000
4000000
4000000
5000000

32,0000
28125
16182
1.0000
2,0000
20000
40000
0.0000



68 Data ScIENCE HANDBOOK

3.6 Summarizing Categorical Data Using Pandas

Data Ingestion

Data ingestion is a process where data transferring take place from different
sources for performing analysis, storing and utilizing by the other appli-
cations. The general steps involved in the process are collecting data from
its current location, converting into other normalized forms finally loaded
in to storage for performing further research. Python bags up many tools
for performing data ingestion the popular are Airflow, Bonobo, Sopu4,
Beautiful Pandas etc. Now data ingestion is explored with pandas.

Initially data is shifted from different sources, into pandas data frame
structure. The source can be any file formats such as comma separated
value, JSON, HTML, Excel data.

Approach:

The basic approach, for transferring any such data, into a dataframe object,
is as follows —

The general approach of transferring of any data, into a dataframe object
is done as follows:-

Prepare source data- Data is collected from remote server using URL
path or path of a file on a local machine.

Use Pandas ‘read_x‘ method- The read_x method is used for loading
and converting data into a dataframe object. Depending on the data format
will use the respective read method.

Finally print the data from dataframe object to ensure the conversion is
done perfectly or not.

Read data from CSV file

To load, data present in Comma-separated value file(CSV),
Prepare sample dataset. Here we collect the sample data of different cit-
ies data as part of teirl and tier2 in CSV format.
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Use Pandas method ‘read_csv’

o read_csv(file_path)
o File_Path can be URL or file path of a local machine
holding .csv or .txt files.

The file contents are as follows:

[& EATeachPytho\Charm_HeloWorld\gfg_indianmetros.csv - Notepad++

Ele Edit Search Yiew Enceding language Settings Tools Macro Run Plugins Window 2
cHEHRSGR | Gh|/dCc|ag(2x|HE (1 EE@@A
I:ijg_ndanmmﬂi]
NAME,STATE,LAT,LON,SEA,Tior

NEW DELHI,DELHI,Z28.65,77.23,N,1
MUMBATI, MAHARASHTRA,19.07,72.88,Y,1
CHENNAI, TAMIL NADU,13.08,80.27,Y,1
KOLKATA,WEST BENGAL, 22.56,88.36,Y,1
AHMEDABAD, GUJARAT, 23.02,72.58,N,1
PATNA, BTHAR, 25.59,85.13,N,2

KANPUR, UTTAR PRADESH, 26.46,80.34,N,2

Y BHOPAL,MADHYA PRADESH,23.25,77.40,N,2
10 PUNE,MAHARASHTRA,18.51,73.85,N,1
11 HYDERABAD, TELANGANA,17.38,78.45,N,1
12 JAIPUR,RAJASTHAN, 26.91,75.78,N,2

3 SURAT, GUJARAT,23.02,72.58,Y,2
14 BENGALURU, KARNATAKA,12.97,77.59,N,1
15 BHUVANESHWAR,ODISSA,20.29,85.82,Y,2
6
7

[ NS, SIS Y I OU I

RANCHI, JHARKHAND, 23.34,85.30,N, 2
COCHIN, KERALA, 9.93,76.26,Y,2

The contents of “gfg indianmetros.csv” file

The code to get the data in a Pandas Data Frame is:

# Import the Pandas library
import pandas

# Load data from Comma separated file

# Use method - read_csv(filepath)

# Parameter - the path/URL of the CSV/TXT file
dfIndianMetros2 = pandas.read_csv("gfg IndianMetros2.csv")

# print the dataframe object
print(dfindianMetros2)

69
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Output:

# print the dataframe object
print(dfIndianMetras)

NAME STATE LAT LON SEA Tier
<} NEW DELHI DELHI 28.65 77.23 N 1
1 MUMBAI MAHARASHTRA 19.87 72.88 Y i |
2 CHENNAT TAMIL NADU 13.88 88.27 Y i |
3 KOLKATA WEST BENGAL 22.56 868.30 Y 1
~ AHMEDABAD GUJARAT 23.82 72.58 N 1
5 PATNA BIHAR 25.59 85.13 N 2
0 KANPUR UTTAR PRADESH 20.40 8@.34 N 2
7 RHOPAI MADHYA PRADFSH 23.25 77.48 N 2
8 PUNE MAHARASHTRA 18.51 73.85 N 1
9 HYDERABAD TELANGANA 17.38 78.45 N |
1@ JAIPUR RAJASTHAN 26.01 75.78 N 2
11 SURAT GUJARAT 23.82 72.58 Y 2
12 BENGALURU KARNATAKA 12.97 77.59 N i |
13 BHUVAMNESHWAR ODISSA 28.29 B8L5.82 Y 2
14 RANCHI JHARKHAND 23.34 85.36 N 2
15 COCHTN KERALA 9.93 76.26 Y 7

The CSV data, in dataframe object

Read data from an Excel file

To load data present in an Excel file(.xlsx, .xls) we will follow steps as below-

o Prepare your sample dataset. Here Excel file, with Bakery
information of different braches.
o Use Pandas method ‘read_excel .
o Method used - read_excel(file_path)
o File_Path can be URL or file path of a local machine
holding .xIx, .xlsx files
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The file contents are as follows:

m,,‘) Ho-0-)s gfig bakery - Microsoft Excel
‘_'5 Hume Bt Poyc Loyuul Fuimulas Deta Revicw Yicwr Teom

3 fz“‘ £ating oA |- -l|_§;~'{ Siwnap Text Canaral = h

P 3r$zmm= B J U-Z- & A EE B EE HMegealenter- |5 - % 1+ %3 E:ﬁf

Cliphoard s Font f Alignment 7 Number 5
o1z - Q £
A B C D E F G H I J K L

11D Address 'Ciiy State Number of Employees

2 135Road Mumbai Maharash’ 15

3 2 40 CRoad Chennai Tamil Nad 25

a 3 26 MG Ro; Pune Maharash 30

5 4 1GRE Roa Surat Gujarat 17

6 5 33RTRoatCochin  Kerala 22

7 6 6 MG RoacPanaji  Goa k7]

8 7 12 New RcKolkata  West Beny 10

9 8 3 GRE Roa Ahmedab Gujarat 14

10 Q 2 dighway Nagpur  Maharach 19

11 10 10 VascoFPonda  Goa 22

12 4

13

14

15

10

The contents of “gfg bakery.xlsx” file

The code to get the data in a Pandas DataFrame is:

# Import the Pandas library
import pandas

# Load data from an Excel file

# Use method - read_excel(filepath)

# Method parameter - The file location(URL/path) and name
dfBakery2 = pandas.read_excel("gfg Bakery.xlsx")

# print the dataframe object
print(dfBakery2)
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Output:

# print the dataframe object
print(dfBakery)

1 Address tity State Number of tmployees
8 1 35 Road Mumbai Maharashtra 15
1 Z 4@ C Road Chennai  Tamil Nadu 25
2 4 26 MG Road Pune Maharashtra e
a7 4 1 GRE Road Surat Gujarat 7
4 & 32 RT Road Cochin Korala 23
5§ 6 6 MG Road Panaji Goa 32
G 7y 12 New Road Kolkata West Dengal 16
7 8 3 GRE Road Ahmedabad Gujarat 14
8 9 3 Highway Nagpur Maharashtra 19
9 18 18 Vasco Road Ponda Goa 22

The Excel data, in dataframe object

Read data from a JSON file

To load data present in a JavaScript Object Notation file(.json) we will fol-

low steps as below:

and their dial code.
Use Pandas method ‘read_json’.
o Method used - read_json(file_path)

Prepare your sample dataset. Here JSON file, with Countries

o File_Path can be URL or file path of a local machine

holding .json files

The file contents are as follows:

(& EATeachPytho\ Charm _HeloWorld\gfg_codecountry json - Notepade =

File Edit Search View Enceding Llanguage Seftings Tgols Macre RBun Pluging Window 1

ciEHE s R I MEBIC A9 R x i EDEya=s

1 a[{"name":"Israel","d e :"$972" "

2 {"name":"Australia®, "di RMLELY. "

3 {"name" :"Austria®, "d el 3 e LU

4 (™ we" : "Belgium®, "d UPLEE3-L I

5, {"r e" :"Botswana", "dial W NEZeT Y,

6 {"name":"Brazii”, "d S EnDT

I ES ":"Greece", "dial e":"+30", "cod

8 {"r ":"Greenland", " ode™ : "+299" "

L', {" £ “:flGrenada".“ i |l:ll+1 473".”
10 L ":"Guadeloupe", "dia e":"4+590","
11 {"r ":WCuam", "dia > mewyl 671V, "o
12 {» :" : "Guyana", "d e":"+595", "c
Dok e E " irHaiti®,; “dial =" S 5005, Peode

The contents of “gfg_codecountry.json” file

o

CRCINON R 1

" :."IL““) T
namprny
By | gy 1
:"BE"],
"IMBWT},

"

"ITBR™Y,
":"GR"},

ode”:"GL"},

LR e p L) fe
L . IIGP" ! i

neuny,

sMINGY),
“LmHT™)]
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The code to get the data in a Pandas DataFrame is:

# Import the Pandas library
import pandas

# Load data from a JSON file

# Use method - read_json(filepath)

# Method parameter - The file location(URL/path) and name
dfCodeCountry2 = pandas.read_json("gfg_Codecountry.json")

# print the dataframe object
print(dfCodeCountry2)

Output:

# print the dataframe object
print(dfCodeCountry

code dial_code name
a IL +872 Israel
i AU +61 Australia
2 AT +43 Austria
3 BE +32 Belgium
4 BuW +267 BotTswana
5 BR +55 Brazil
(5] GR +38 Greece
7 GL +299  Greenland
2 GD +1 473 Grenada
] GP +598@ Guadeloupe
1@ a@U +1 671 Guam
11 GY +59C Guyana
12 HT +589 Haiti

The JSON data, in dataframe objects

Read data from Clipboard

We can also transfer data present in Clipboard to a dataframe object. A
clipboard is a part of Random Access Memory (RAM), where copied data
is present. Whenever we copy any file, text, image, or any type of data,
using the ‘Copy’ command, it gets stored in the Clipboard. To convert, data
present here, follow the steps as mentioned below -

o Select all the contents of the file. The file should be a CSV
file. It can be a “txt’ file as well, containing comma-sepa-
rated values, as shown in the example. Please note, if the file
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contents are not in a favorable format, then, one can get a
Parser Error at runtime.
+ Right, Click and say Copy. Now, this data is transferred, to
the computer Clipboard.
o Use Pandas method ‘read_clipboard’ .
o Method used - read_clipboard
o Parameter - The method, does not accept any parameter. It
reads the latest copied data as present in the clipboard, and,
converts it, into a valid two-dimensional dataframe object.

The file contents selected are as follows:

[ EATeachPytho\Charm_HeloWorld\gfg_clothing.txt - Notepads «
Eile [dit Search Yiew Epcoding Language Seftings Tgols Macro Bun Pluging Window ]

cHEHR 3 GBI {DRICI8R| 2 2|0 ;1 EERA e CROBDEE =1E
Flda dohnate |
| [Year,ClothingSold,ClothingName,Location
2 2014,200,5hirl,Delli o
j 2015,150, Suit,Mumbai
2016, 480, Jacket, Delhi 2::::”
2017,570, Sweater,Chennai BegiEnd Skt
2018, 540,Raincoat, Mumbézi. S ;
2017,570, Jacket, Chennai R stk >
2013,570,Raincoat, Chennai A
. 2014,570, Jacket, Delhi e
) 2017,570,5uit,Chennai s
Open File
Search on Internet
Toggle Single Line Comment t
Block Commnent
Hide Lines

The contents of “gfg clothing.txt” file

The code to get the data in a Pandas DataFrame is:

# Import the required library
import pandas

# Copy file contents which are in proper format
# Whatever data you have copied will

# get transferred to dataframe object

# Method does not accept any parameter
pdCopiedData = pd.read_clipboard()

# Print the data frame object
print(pdCopiedData)
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Output:

#Print the dataframe ohject
print(pdCopiedData)

Year,ClothingSold,ClothingMame, Location
2814,2068,5hirt,Delhi
2615,158,5uit,Mumbai

2016,480,Jacket,Delhi
2@17,578,Sweater,Chennai
2818,548,Raincoat,Mumbai
2817,57@,Jacket, Chennal
2613,570,Raincoat,Chennai
20814,578,Jacket,Delhi
2017,570,5uit,Chennai

[ RN VU ST R 1

The clipboard data, in dataframe object

Read data from HTML file

A webpage is usually made of HTML elements. There are different HTML
tags such as <head>, <title>, <table>, <div> based on the purpose of data
display, on browser. We can transfer, the content between <table> element,
present in an HTML webpage, to a Pandas data frame object. Follow the
steps as mentioned below -

o Select all the elements present in the <table>, between start
and end tags. Assign it, to a Python variable.
e Use Pandas method ‘read_html’ .

o Method used - read_html(string within <table> tag)

o Parameter - The method, accepts string variable, con-
taining the elements present between <table> tag. It
reads the elements, traversing through the table, <tr>
and <td> tags, and, converts it, into a list object. The
first element of the list object is the desired dataframe
object.

The HTML webpage used is as follows:

<!DOCTYPE html>
<html>
<head>



76  DAtA ScIENCE HANDBOOK

<title>Data Ingestion with Pandas Example</title>
</head>
<body>
<h2>Welcome To GFG</h2>
<table>
<thead>
<tr>
<th>Date</th>
<th>Empname</th>
<th>Year</th>
<th>Rating</th>
<th>Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>2020-01-01</td>
<td>Savio</td>
<td>2004</td>
<td>0.5</td>
<td>South</td>
</tr>
<tr>
<td>2020-01-02</td>
<td>Rahul</td>
<td>1998</td>
<td>1.34</td>
<td>East</td>
</tr>
<tr>
<td>2020-01-03</td>
<td>Tina</td>
<td>1988</td>
<td>1.00023</td>
<td>West</td>
</tr>
<tr>
<td>2021-01-03</td>
<td>Sonia</td>
<td>2001</td>
<td>2.23</td>
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<td>North</td>
</tr>
</tbody>
</table>
</body>
</html>

Write the following code to convert the HTML table content in
the Pandas Dataframe object:

# Import the Pandas library
import pandas
# Variable containing the elements
# between <table> tag from webpage
html_string =""
<table>
<thead>
<tr>
<th>Date</th>
<th>Empname</th>
<th>Year</th>
<th>Rating</th>
<th>Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>2020-01-01</td>
<td>Savio</td>
<td>2004</td>
<td>0.5</td>
<td>South</td>
</tr>
<tr>
<td>2020-01-02</td>
<td>Rahul</td>
<td>1998</td>
<td>1.34</td>
<td>East</td>
</tr>

77
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<tr>
<td>2020-01-03</td>
<td>Tina</td>
<td>1988</td>
<td>1.00023</td>
<td>West</td>
</tr>
<tr>
<td>2021-01-03</td>
<td>Sonia</td>
<td>2001</td>
<td>2.23</td>
<td>North</td>
</tr>
<tr>
<td>2008-01-03</td>
<td>Milo</td>
<td>2008</td>
<td>3.23</td>
<td>East</td>
</tr>
<tr>
<td>2006-01-03</td>
<td>Edward</td>
<td>2005</td>
<td>0.43</td>
<td>West</td>
</tr>
</tbody>
</table>""

# Pass the string containing html table element
df = pandas.read_html(html_string)

# Since read_html, returns a list object,
# extract first element of the list
dfHtml2 = df[0]

# Print the data frame object
print(dfHtml2)



Output:

BAsic MATH AND STATISTICS

#Print the data frame object
print{dfHtml)

bate Empname Year Rating Region

8 2028-91-81 Savio 2884 ©.50088 South
1 2828-81-82 Rshul 1998 1.34888 East
2 2020-81-83 Tina 1988 1.00023 West
3 2021 @1 @3 Sonia 2001 2.23008 Horth
4 2088-81-83 Milo 2008 3.23008 East
5 2006-81-863 Edward 20085 0.43088 lest

The HTML <table> data, in dataframe object,

Read data from SQL table

79

We can convert, data present in database tables, to valid dataframe objects
as well. Python allows easy interface, with a variety of databases, such as

SQLite, MySQL, MongoDB, etc. SQLite is a lightweight database, which
can be embedded in any program. The SQLite database holds all the related

SQL tables. We can load, SQLite table data, to a Pandas dataframe object.
Follow the steps, as mentioned below —

Prepare a sample SQLite table using ‘DB Browser for SQLite
tool’ or any such tool. These tools allow the effortless creation,
edition of database files compatible with SQLite. The database
file, has a “db’ file extension. In this example, we have ‘Novels.
db’ file, containing a table called “novels”. This table has infor-
mation about Novels, such as Novel Name, Price, Genre, etc.

Here, to connect to the database, we will import the ‘sqlite3’

module, in our code. The sqlite3 module, is an interface, to

connect to the SQLite databases. The sqlite3 library is included
in Python, since Python version 2.5. Hence, no separate instal-
lation is required. To connect to the database, we will use the

SQLite method ‘connect, which returns a connection object.

The connect method accepts the following parameters:

o database_name - The name of the database in which the
table is present. This is a .db extension file. If the file is
present, an open connection object is returned. If the file
is not present, it is created first and then a connection
object is returned.
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« Use Pandas method ‘read_sql_query.
o Method used - read_sql_query
o Parameter — This method accepts the following parameters
= SQL query - Select query, to fetch the required rows
from the table.
= Connection object — The connection object returned
by the ‘connect’ method. The read_sql_query method,
converts, the resultant rows of the query, to a data-
frame object.
o Print the dataframe object using the print method.

The Novels.db database file looks as follows —

3 DB Browser for SQLite - E\TeachPytho\Charm_HeloWorld\Novels.db

File Edit Yiew Tools Help

_{; New Database s Open Database = [ Write Changes & Revert Changes & Open Project {5 Eave Project

Database Structwre ~ trowseUaw  EditPragmas  Execute SQL

Tevie: ||| novels ~| @ & = &

. novelName author genre noOfPrints price
IFwi:er IF\:(EE' [F;lter' IF\[:&:‘ iF:iier

1 Crooked Tree  Agatha Christie Mystery 12 300.0

| 2 SecretSeven Enid Blyton Adventure 34 230.0

3 Famous Five Enid Blyton Adventure 23 150.0

4 Harry Potter JK Rowling Fantasy 30 250.0

5 Malory Towers Enid Blyton Adventure 35 300.0

The novels table, as seen, using DB Browser for SQLite tool

Write the following code to convert the Novels table, in Pandas
Data frame object:

# Import the required libraries
import sqlite3
import pandas

# Prepare a connection object
# Pass the Database name as a parameter
conn = sqlite3.connect("Novels.db")

# Use read_sql_query method
# Pass SELECT query and connection object as parameter
pdSql2 = pd.read_sql_query("SELECT * FROM novels", conn)
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# Print the dataframe object
print(pdSql2)

# Close the connection object
conn.close()

Output:

#Print the dataframe objectl

print(pdsql)
novelName author genre noOfPrints price
0 Crooked Tree Agatha Christie  Mystery 12 300.0
1  SecretSeven Enid Biyton Adventure 34 2300
2 Famous Five Enid Blyton Adventure 23 1500
3 Harry Potter JK Rowling Fantasy 30 250.0
4 Malory Towers Enid Blyton Adventure 35 300.0

The Novels table data in dataframe object

Segment 3 - Summarizing categorical data using pandas

In [1]: import numpy as np

import pandas as pd

The basics

cars.head(I%)

carnames mpg Cyl @sp Np dral Wi gSeC S am gear carb

car_names
Marda RX4 MadaRE4 210 6 1600 910 390 2620 W O 1 & 4
UadafMAWay MaxaRKAWag 210 € 1800 MO 390 2878 1702 O 1 4 4
Datsen 710 Dasun710 228 4 1080 93 388 230 WE1 1 1 4 1
Hornet 4 Drive HormeldDvive 214 6 2580 "0 308 1215 1B 1 O ;| 1
Hormet Sportabost  HomeiSpomsbot 187 @ 1800 Y75 115 3440 1702 0 0 3 2
Vahant Valiad 181 6 2250 105 274 3480 2022 1 0 3 1
Duster 60 Dustar360 143 8 2000 245 321 3670 1584 0 0 3 4
Berc 2400 Merc2400 244 4 5T 02 369 2190 2000 1 0 4 2
Weic 730 MercI30 228 4 W08 95 192 1150 12w 1 o . 2
Merc 280 Mec280 192 6 1574 123 192 1440 1B 1 0 4 4
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In [2]: address = "C;/Users/Lillian Pierson/Desktup/Exescise Files/Ch01/01_05/mtcazs.cov’
sazs — pd.=ead ssviaddress)
cars.colusng = ["car nemes',’mpg’,'cyl','disp’, 'hp®, "drat', 'wt',6 ‘gqaee¢', ‘vs', ‘am’', 'gear', "carb’]
cars.index = cars,.car names

cars.head(L3)
—_—

Homot 4 Driva Homoi4Dmvo 214 € 2680 110 308 3216 1044 1 0 3 1
Hornet F 187 @ 3600 175 316 3440 1702 0 0 2 2
Vallant Valiani 181 6 2250 103 276 3460 2022 1 0 3 1
Duster 360 Dusler360 143 8 3800 245 321 3570 1584 0 O 3 4
Merc 240D MWerc240D 244 4 1467 62 369 3190 2000 1 0 4 2
Meic 20 Mew 230 228 4 1408 93 392 3190 2290 1 4 2
Merc 280 Merc280 102 & 1676 123 302 3440 1830 1 O 4 4
Merc 280C Merc280C 178 6 1676 123 392 3440 1890 1 0 4 4
Merr A50SF Herr 4508F 4R4 R J7RR R0 ANT 4AN7N 4740 O 0 b | 3
Merc 4505L Merca50SL 173 8 2758 180 307 3730 1760 0 0 = 3
Merc 450S1L.C Merc450S1C 152 8 2758 180 307 3780 1800 0 O 3 3
Cadillac lNeetwood CadillacTieetwood 104 0 4720 205 283 5250 1790 0 0 3 4

counts()

T 7RIS 0oS J-d-8-8

& -
§ 8-3-0-( ¥=

hod maies a oomf of

In [8): carb = cars.carb
carb.value counts()

4 10
2 10
¥ T
3 3
g 1
8

1
Name: carb, dtype: inté64

cars cat = cars[] ‘v, 'an’, 'gear’, toark']]

cars cat.hapdf)

of v am gear carh




BAsic MATH AND STATISTICS 83

In [10]: |gears group = cars cat groupby('gear')
gears group.describei)

Cee[10]: am carp o vE
gear

count 15000000 15000000 15000000 15.000000
mean 0000000 2666667 7466867 (0200000
0000000 117513 L1672 0414038

2000000 1000000 4.000000 O.000000

w

TEEEE

Q000000 2000000 S000000 0000000
0000000 3000000 S000000 0000000
0000000 4000000 8000030 0Q.000000
00DO0DD 4000000 8000000 1000000
12000000 12000000 12000000 12000000
0666667 2333333 4600867 0833333
Q45266 1300678 0SG4TaZ 0389249
0000000 1000000 4000000 (000000
0000000 1000000 4.000000 1.000000
1000000 2000000 4000000 1.000000
1000000 4000000 E.000000  1.000000
1000000 4000003 G©O00D0D 1000000
5000000 5000000 5000000  5.000000
1000000 4400000 AONODOD 000000
0000000 2607531 2000000 Q447214
1000000 2000000 4000000 (.000000
1000000 2000000 4000000 Q000000
1000000 4000000 €.000000 (Q.000000
1000000 &.000000 S000000 Q.000000
1000000 3000000 G000000 1.000000

EEEERRRREEEEY

Transforming variables to categorical data type
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In [13]: |cars["group'].dtypes

G]t:;ﬁj: category

In [14]: cars['group'].value counts()

Cutflisa 3 15
4 12
5 5

Name: group, dtype: intéd

Describing categorical data with crosstabs

pd.cresstab(caza['an'], cars['geax'])
15]: gear 3 4 5
am

015410
1 085

3.7 Starting with Parametric Methods in Pandas
and Scipy

Segment 4 - Starting with parametric methods in
pandas and scipy

In [1]: import pandas as pd
import numpy as np
import matplotlib.pyplot as plt
import seabern as sb
from pylab import rcParams

import acipy
from scipy.stats.stats import pearsonr

In [2]: Smatplotlib inline
rcParams|['figure.figsize'] = 8, 4
plt.style _use('seaborn-whitegrid')

pa.crosscepll Iunction on CAf VArianiss you vwant incluasd in



BAsic MATH AND STATISTICS 85

The Pearson Correlation

In [3]: |address = 'C:/Usexs/Lillian Pierson/Desktop/Exerciss Files/Ch03/03 04/mtcars.csv’
cars = pd.read cav{address)
cars.colmms = ['car_names', 'mpg','cyl’, 'disp', 'hp', 'drat’,

1 [

'y ‘gsec’; 'va', 'am’, 'gear’, 'carb']

: akb_patwplot(cara)

Catl4]: <seaborm.axiagrid.FairGrid at UxbeE724D>
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In %= cars[{'mpg’, 'mp', 'gsec’,’wr']]

sb.paixploc(X)

<sesborn.axisqrid.PairErid ac Oxlbb6c978>
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qgsec
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Using scipy to calculate the Pearson correlation
coeflicient

mpg = cars{mpg] hp = cars{hp’ gsec = cars{gsec] wt = cars|wt]
pearsonr_coefficient. p_vaiue = pearsonr(mpg. hp) print 'PearsonR Correlation Coefficient %0.3F % (pearsonr_coefiicient)

PearscnR Correlation Coefficient 0.419
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In [13]: pearsonr coefficient, p value — pearsenw(mpy, wt)
print 'PearsonR Correlation Coefficient %0.3f" % (pearsonr coefficient)

PearsonR Correlation Coefficient -0.868
Using pandas to calculate the Pearson correlation coefficient

In [14]: corr = X.corr()
corr

[143: mpg hp qaec wit

mpg 1UUUUDU -U./7B6768 U.418684 -U.BG/GOY
hp -0776168 1.000000 -0.708223 0.658748
gsec 0418684 -0708223 1000000 -0.174716

wt -0867650 0.658748 -0.174716 1.000000

Using Seaborn to visualize the Pearson correlation coefficient

6): sb.heatmap(corr, xticklabels=corr.columns, values, yticklakels=corr.columns.values)

i <matplotlib.axes, subplots.Axesdubplot at 0x20afe

qgsec  hp mpg

wt

mpg hp qsec wt

3.8 Delving Into Non-Parametric Methods Using
Pandas and Scipy

Segment 5 - Delving into non-parametric methods
using pandas and scipy

In [€]: import numpy as np
import pandas as pd

Luport matplullib.pyplut as plb
import seaborn as sb
frum pylab lmpurl :vBazams

import ocipy

from scipy.stats import spearmanr



88 DATA SCIENCE HANDBOOK

In [2]: %matplotlib inline
rcParams['fiqure.figsize'] = 14, 7
plt.style.use('seaborn-whitegrid')

The Spearman Rank Correlation

In [3]:

©
=
o

400

2200

100

o

cars = pd.zead cov{address)

cars.columns = ['car names','mpg’;‘cyl’,'disp’, 'bp', 'drat', 'wt', 'gsec’,
cars.head()
carnames mpg cyl disp hp drat wt gsec vs am gear carb
1] Mazgakx4 210 6 600 U 380 Z6A 1646 1 4 4
1 HadaRX4Wag 210 & 1800 110 390 2875 17.02 1 4 4
2 Dalsun710 228 4 1080 93 385 2320 1841 A
3 HometdDrive 214 6 2580 110 308 3215 1044 B 3 A
4 HometSporiabout 187 8 3600 175 315 3440 1702 g3 2

7]: sb.pairplot(cazs)

[7]: <ssaborn.axsisgrid.pasrerid ac (2

address = 'Ci/Users/Lillian Pierson/Desktop/Exercise Files/Ch03/03 05/mbcars.cav’

'vs', "am', 'gear', 'carh']
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6789

X = caral{"cyl’,
SD.palIploL (K)

., 'am', 'gear']}

<seaborn axisgrid PairGrid st 0x393c5338>
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In [9]: cyl = cars['cyl’]
vs = cars['vs']
am = cars['am']
gear = cars['gear']
spearmanr coefficient, p value = spearmanr(cyl, vs)
print 'Spearman Rank Correlation Coefficient %0.3f' % (spearmanr coefficient)
Spearman Rank Correlation Coefficient -0.814
In [10]: spearmanr coefficient, p value = spearmanr(cyl, am)
print 'Spearman Rank Correlation Coefficient %0.3f' % (speammanr coefficient)

Spearman Rank Correlation Coefficient -0.522

In [11]): spearmanr coefficient, p_value = spearmanr(cyl, gear)
print 'Spearman Rank Correlation Coefficient %0.3f' % (spearmanr coefficient)

Spearman Rank Correlation Coefficient -0.584

Chi-square test for independence

In [14]: table = pd.crosstab(cyl, am}

from scipy.stats import chiZ contingency
chiz, p, dof, expected = chiZ contingency(table.values)
print 'Chi-square Statistic %0.3f p wvalue %0.3f' % (chi2, p)

Chi-square Statistic 8.741 p value 0.013

In [15]: |table = pd.crosstab(cars['cyl'], carz['vs'])
chi2, p, dof, expected = chi2 contingency(table.values)
print 'Chi-sguare Statistic %0.3f p value %0.3f' % (chi2, p)

Chi-sguare Statistic 21.340 p value 0.000
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table = pd.crosstab(cars['cyl'], cars['gear'])
chi?, p, dof, expected = chi? contingency(table.values)
print 'Chi-sguare Statistic %0.3f p value %0.3f" % (chi2, p)

Chi-square Statistic 18.036 p value 0.001

3.9 Transforming Dataset Distributions

Segment 6 - Transforming dataset distributions

in

In

[11:

import numpy as np
import pandas as pd
import scipy

import matplotlib.pyplot as plt
from matplotlik import rcParams
import seaborn as sb

import sklearn
from sklearn import preprocessing
from sklearn.preprocessing import scale

$matplotlib inline
rcParams['figure.figaize'] = 35, 4
sb.set style('whitegrid')

Normalizing and transforming features with

In [3]:

MinMaxScalar() & fit_transform()

address = 'C:/Users/Lillian Pierson/Desktop/Exercise Files/Ch03/03_06/mtcars.csv’

cars = pd.read csv(address)
cars.columns = ['car names','mpg','cyl’,'disp', 'hp', 'drat', 'wt', 'gsec', 'vs", 'an', 'gear', 'carh']

l: mpg = cars.mpg

plt.plot{mpg)

[<matplotlib.lines.Line2D at Oxclf8d4aS58>]

35
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25
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In [€]:

In [9]):

cars[['mpg']] .deseribe()

mpg

count szZ.ULuuuu
miean  20.090020
std  6.026040

min 10.400000

25% 15425000
50% 19.200000
75% 22800000
max 33.900000

: \mpg matrix = mpg.reshape(-1,1)

scaled = picprocessing.MinMaadcalex ()
scaled mpg = scaled.fit transform(mpg matrix)
plt.plot(scaled mpg)

[<matplotlib.lines.Line2D at 0xc951£fd0>]

0.8

0.6

0.4

0.2

0.0

mpg mMAtrix = mpg.reshape(-1,1)

scaled = preprocessing.MinMaxScaler (feature range=(3,610))
scaled mpg = scaled.fit transform(mpg matrix)
plt.plot(scaled mpg)

[<matplotlib.lines.Line2D at Oxcc26748>]
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Using scale() to scale your features

In [11]: standardized mpg = scale(mpg, axis=0, with mean=False, with std=False)
plt.plot(standardized mpg)

ocucfii]: [<matplotlib.lines.Line2D at Oxcc9c208>]
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Tn [12]+ standardized mpy = scalas(mpqg)
plt.plot (standardized mpg)

Cut[12]: [<matplotlib.lines.Line2D at 0xd9925f8>]
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Introduction to Machine Learning

4.1 Introduction to Machine Learning

Now a day’s most of the computer machines are fed with more amounts of
relevant data generated from a particular problem domain [1]. Artificial
Intelligence considered being major part of making the computer machines
to understand the data [2]. Machine learning will be a subset of artificial
intelligence which specifies set of algorithms to help the computer machines
to learn that data automatically without any human being intervention [3].

The main theme behind using machine learning is to make machines
fed with the data and specifying features to understand and enable it to
adapt for new data without using explicit programming [4]. The computers
observe the changes in the new data set identify the patterns to understand
their behavior for making predictions [5].

Role of Machine Learning in Data Science

Much of concepts of data science like Analysis of data, extraction of data
features, and decision making in business are automated and over per-
formed by machine learning and artificial intelligence [6].

Large chunks of data were automatically analyzed by machine learning
[7]. It basically does the data analysis and performs data prediction on real
time data without any intervention of human beings [8]. Machine learning
algorithms have become part of Data science life cycle as it does automatic
building of data sets and any further changes in data are predicted auto-
matically and train the machine for further processing [9].

Machine Learning process starts from feeding data which to be ana-
lyzed for specific features and build a data model [10]. The data model
is further trained to generate new conclusions by using machine learning
algorithm and further it performs predictions for the new dataset which
are uploaded [11].

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (97-122) © 2022 Scrivener
Publishing LLC
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Steps of Machine Learning in the Data Science Lifecycle

MACHINE LEARNING PROCESS

Clean, Prepare
& Manipulate Data

Test Data

1 Train Model 5

o Collection of Data
The primary step of machine learning is collection of data
from the real time domain area of problem occurrence.
The data collection should be reliable and relevant so as to
improve its quality [12].

o Preparation of Data
In the preparation of data the first step is data cleaning which
makes the data ready for data analysis. Most of the unwanted
and error prone data points are removed from data set and
convert all data in to standard format and further the data
is partitioned into two parts one for training and other for
performance evaluation [13].

o Model Training
The dataset which is part of training will help in out-
put value prediction. The output value would exhibit
the much diversity with expected desired value for the
first iteration [14]. The epoch or iterations are repeated
by performing some adjustments with initial values and
further the prediction accuracy of training data increases
incrementally.

 Evaluation Model
The rest of the data which is not used for training the model
is used for performance evaluation [15]. The testing of the
model against the left amount of data will really estimate the
applicability of the data model in providing us with effective
solution for all real time problems.



INTRODUCTION TO MACHINE LEARNING 99

o Prediction
After completion of training and evaluation of data model
now it’s time to deploy the model in real time environments
and improve the accuracy by parameter tuning. As we deploy
the model in real time it need to learn new data and predict
the perfect output to answer new questions.

Machine Learning Techniques for Data Science
When you have a dataset, you can classify the problem into three types:

o Regression
« Classification
o Clustering

1) Regression
Regression is used for the output variables which are in con-
tinuous space. The curve-fitting methodology in mathemat-
ics is followed in regression. It also tries to fits the data for
a given equation of a curve and predicts the output value.
The linear regression, Neural Network maintenance and
perceptron management are popular implementation using
regression mechanisms. Many of the financial institutions
like stock markets try to predict the growth of the invest-
ments made by the shareholders. Rental brokers also try to
use prediction of house prices in a given location to manage
real estate business.
2) Classification

Classification is a process of managing the output variables
which are discrete and meant for identifying the categories
of data. Most of the algorithms of classification type deal
with processing data and divide them in to categories. It is
like finding different categories of curves for fitting the data
points. The example scenario of labeling the emails for spam
in Gmail would be one type of classification problem where
the different factors of email are checked for categorizing
them to spam upon matching at least 80%-90% of anom-
alies match. Naive Bayes, KNearest Neighbor, support vec-
tor machine, Neural Networks and Logistic Regression are
some popular examples of classification algorithms.



100 DAta SciENCE HANDBOOK

3) Clustering

Grouping data of without labeling and having similar fea-
tures leads to mechanism of clustering. Similarity functions
are used to group the data points with similar characteris-
tics. Dissimilar features of different clusters exist among the
different grouped data points and unique patterns can be
identified among the data sets which are not labeled in clus-
tering. K-means and agglomerative are popular examples
of clustering. Customer purchases can be categorized using
clustering techniques.

Supervised Learning model- Regression and Classification

Unsupervised Learning model- Clustering.

Popular Real Time Use Case Scenarios of Machine

Machine Learning has its roots of implementation way back from previous
years even without our knowledge of utilizing it in our daily life. Many
popular industry sector starting finance to entertainments are applying
machine learning techniques to manage their tasks effectively. Most popu-
lar mobile app’s like Google Maps, Amazon online shopping uses machine
learning at background to respond to the users with relevant information.
Some of the popular real time scenarios where machine learning is used

Learning in Data Science

with data science are as follows:

Fraud Detection

Banking sectors implement machine learning algorithm
to detect fraudulent transactions to ensure their customer
safety. Popular machine learning algorithms are used to
train the system to identify transactions with suspicious
features and fault transaction patterns to get detected with
in no time when the authorized customer performing his
normal transactions. Thus the huge amount of daily trans-
actional data is used to train the machine learning model to
detect the frauds in time and provide customer safety while
utilizing online banking services.

Speech Recognition

Popular chat bot implementations like Alexa, Siri, and
normal Google Assistant work on many machine learning
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mechanisms along with natural language processing are
used for responding their users instantly by listening to their
audio. Much amount of audio inputs is used to train the sys-
tem with different ascent of users and prepare the response.
o Online Recommendation Engines

Most of the recommendation systems are built using machine
learning to automatically track the customer interests while
doing shopping online, querying the search engine for relevant
information and browsing websites for gaming. The behav-
ioral characteristics of consumers are tracked by machine
learning mechanisms and provide better suggestions for the
business domain to improve their features to attract them.
The popular applications like Amazon shopping tracks cus-
tomer interests and pop only those specific products which
he is interested, YouTube delivers the relevant search of videos
on users interest and Facebook with better friend suggestions
by using efficient trained machine learning models.

4.2 Types of Machine Learning Algorithms
Machine learning (ML) algorithms are of three types:

1. Supervised Learning Algorithms:
It uses a mapped function f that works on mapping a trained
label data for an input variable X to an output variable Y. In
simple it solves following equation:

Y=f(X)

The above equation does generate accurate outputs for a
given new inputs.

Classification and Regression are two ML mechanisms
which come under this supervised learning.

Classification is a mechanism of ML which predicts for
the sample data to the form of output variable in categories.
For example from a patient’s health record sample data of
his symptoms the classification try to categorize by labeling
his profile to either “sick” or “healthy”
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Regression is a mechanism of ML which predicts for the
sample data to the form of output variable in to real values.
For example most of the regression models works on pre-
dicting the weather report on intensive rainfall for a par-
ticular year based on the available factors of sample data on
different weather conditions.

The popular algorithms like linear and logistic regres-
sion, Naive Bayes CART and KNN are of type supervised
learning.

Ensembling is a new type of ML mechanism where two
or more popular algorithms are used for training and try
to use all the appropriate features of it to predict accurately
on the sample data. Random Forest Bagging and XG Boost
boosting are popular for ensemble techniques.

2. Unsupervised Learning Algorithms:
The learning models which does process the input variable X
and doesn’t relate it to any specific output variables is called
unsupervised learning. Most of the unsupervised learn-
ing leads to unlabeled data without any specific structure
defined for it.

There are three important techniques which come under
unsupervised learning (i) Association (ii) Clustering (iii)
Dimensionality reduction.

Association is a technique which correlates the occur-
rence of items in a specific collection. Market Basket Analysis
is good examples which correlate the purchases made by the
customers when they visit the grocery store for buying a
bread will be 80% sure of making purchase of eggs.

Clustering is a technique of grouping similar featured
input variables from a given sample data. It tries to find the
specific criteria for grouping the sample data and differenti-
ate them from each other clusters.

Dimensionality reduction is a technique of choosing
specific criteria for reducing the input data sample for con-
veying the appropriate information relevant to the prob-
lem solution. The specific criteria for selection relate to the
mechanism of feature selection similarly extracting the sam-
ple data fitting to the solution is known as feature extraction.
Thus feature selection performs the selection of specific
input variables satisfying the criteria for solution and feature
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extraction does simplify the data collection which suits to
the solution space.

Popular algorithms like Apriori, K-means and PCA come
under this unsupervised learning techniques.
. Reinforcement learning:
The learning model in which an agent does the decision
making to choose the best action based on its current learn-
ing behavior to improve the reward value. It does choice
of providing optimal solution to the problem space in get-
ting better gain by performing appropriate actions. Most of
the automated solution uses this mechanism to improve in
obtaining optimal solution. Example in a gaming application
the reinforcement learning mechanism is applied on player
objects initially to learn the game by moving randomly to
gain points, but slowly it tries to find an optimal way of gain-
ing points with appropriate moves so as to achieve maxi-
mum points with in an optimal time.

1. Linear Regression

'Y °
° b = slope of regression line

° [ ]
(] distance from the lineto a
. M typical data point

(="error” between the line
o/ o and this y value)

Fig 4.1 Plot of the points for equation y=a+bx.
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Most of the algorithms in machine learning does quantifying the rela-
tionship between input variable (x) and output variable (y) with specific
function. In Linear regression the equation y= f(x)=a+bx is used for estab-
lishing relationship between x and y and a and b are the coefficients which
need to be evaluated where ‘@’ represents the intercept and ‘b’ represent the
slope of the straight line. The Fig 4.1 shows the plotted values of random
points (x, y) of a particular data set. The major objective is to construct a
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straight line which is nearest to all the random points. The error value is
computed for each point with its y value.

2. Logistic Regression

Most of the predictions made by the linear regression are on the data of
type continuous like fall of rain in cm for a given location and predictions
made by the logistic regression is on the type of data which is discrete like
no of students who are passed/failed for a given exam by applying function
of transformation.

Logistic regression is used for binary classification where data sets are
denoted in two classes either 0 or 1 for y. Most of the event predictions
will be only two possibilities i.e. either they occur denoted by 1 and not by
0. Like if patient health was predicted for sick using 1 and not by 0 in the
given data set.

The transformation function which is used for logistic expression is
h(x) = 1/(1 + ¢¥) it normally represents s-shaped curve.

The output of the logistic expression represents in the form of probabil-
ity and it value always ranges from 0 to 1. If the probability of patient health
for sick is 0.98 that means the output is assigned to class 1. Thus the output
value is generated using log transforming with x value with function h(x) =
1/(1 + e*). A binary classification is mostly realized using these functions
by applying threshold.

- . 1
The Logistic Function, h(x)= Tiex

Fig 4.2 Plot of the transformation function h(x).
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In fig 4.2 the binary classification of the tumor is malignant or not is
computed using transformation function h(x). Most of the various x-values
of instantaneous data of the tumor is ranged between 0 to 1. For any data
which crosses the shown horizontal line is considered as threshold limit
and to be classified as malignant tumor.

P(x) =e N (b0 + blx) / (1 + e(b0 + blx)) logistic expression is trans-
formed into In(p(x) / 1-p(x)) = b0 + blx. Thus resolving for bo and bl
coefficient with the help of training data set will try to predict the error
between the actual outcome to estimated outcome. The technique called
maximum likelihood estimation can be used to identify the coefficients.

3. CART

Classification and Regression Trees (CART) are one implementation of
Decision Trees.

In Classification and Regression Trees contains non-terminal (internal)
node and terminal (leaf) nodes. One of the internal node acts as a root node
and all non-terminal nodes as decision making nodes for an input variable
(x) and split the node in two branches and this branching of nodes will stop
at leaf nodes which results in the output variable (y). Thus these trees acts as

Root Node
Int I Nod
nternal Node Yes No
@ Sports Car
Yes No
Leaf Nodes
Mini-Van Sports Car

Fig 4.3 Example of CART.
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a path of prediction to have walked through complete path of internal nodes
and leading to the output result at the end of the terminal node.

The fig 4.3 is an example decision tree which uses CART features to
find whether a person will purchase sport car or minivan by considering
the factors of age and marital status. The decision factors considered at
the internal node are first if the age is over 30 yrs and married will result
in purchase of minivan. If age is not 30 yrs will result in sports car and age
over 30 yrs and not married also result in sports car.

4. Naive Bayes

Bayes theorem uses probability occurrence of an event when it occurs
in real time. The probability for bayes theorem is computed by a given
hypothesis (h) and by prior knowledge (d).

Pr(h|d)= (Pr(d|h) Pr(h)) / Pr(d)

where:
o Pr(h|d) represents the posterior probability. Where hypoth-
esis probability of h is true, for the given data d, where
Pr(h|d)= Pr(d1| h) Pr(d2| h)....Pr(dn| h) Pr(d)

Table 4.1 Data set for Naive bayes computation.

Weather Play
Sunny No
Overcast Yes
Rainy Yes
Sunny Yes
Sunny Yes
Overcast Yes
Rainy No
Rainy No
Sunny Yes
Rainy Yes
Sunny No
Overcast Yes
Overcast Yes
Rainy No
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o Pr(d|h) represents likelihood where the probability of the
data d for given hypothesis h is true.

o Pr(h) represents the class prior probability where the prob-
ability of hypothesis h being true (irrespective of any data)

 Pr(d) represents the predictor prior probability where prob-
ability of the data (irrespective of the hypothesis)

This algorithm is called ‘naive’ because it assumes that all the variables
are independent of each other, which is a naive assumption to make in
real-world examples.

The algorithm is naive because the treating of variables is independent
of each other with different assumptions with real world sample examples.

Using the data in above Table 4.1, what is the outcome if weather =
‘sunny’?

To determine the outcome play = ‘yes’ or ‘no’ given the value of variable
weather = ‘sunny), calculate Pr(yes|sunny) and Pr(no|sunny) and choose
the outcome with higher probability.

->Pr(yes|sunny)= (Pr(sunny|yes) * Pr(yes)) / Pr(sunny) = (3/9 * 9/14) /
(5/14) = 0.60

-> Pr(no|sunny)= (Pr(sunny|no) * Pr(no)) / Pr(sunny) = (2/5 * 5/14) /
(5/14) = 0.40

Thus, if the weather = ‘sunny), the outcome is play = ‘yes.

5. KNN

K-Nearest Neighbors algorithm mostly uses the data set which considers
all the data to be training.

The KNN algorithm works through the entire data set for find the
instances which are near to K-nearest or similar with record values then
outputs the mean for solving the regression or the mode for a classification
problem with k value specified. The similarity is computed by using the
measures as a Euclidean distance and hamming distance.

Unsupervised learning algorithms
6. Apriori

Apriori algorithm usually generates association rules by mining frequent
item sets from a transactional database. The market basket analysis is an
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_ fraX.,y)
/]Support =—N
Rule: X=Y — Confidence = %
\] Support

Lifft=—————
Supp(X) x Supp(Y)

Fig 4.4 Rule defining for support, confidence and lift formulae.

good example for identifying the products which are purchased more
frequently in combination from the available database of customer pur-
chase. The association rule looks like £:X->Y where if a customer pur-
chase X then only he purchase the item Y.

Example: The association rule defined for a customer purchase made
for milk and sugar will surely buy the coffee powder can be given as {milk,
sugar} -> coffee powder. These association rules are generated whenever
the support and confidence will cross the threshold.

The tig 4.4 provides the support, confidence and lift formulae speci-
fied for X and Y. The support measure will help in pruning the number
of candidate item sets for generating frequent item sets as specified by
the Apriori principle. The Apriori principle states that for a frequent
item sets, and then all of its subsets must all also be frequent.

7. K-means

K-means algorithm is mostly used for grouping the similar data into clus-
ters through more iteration. It computes the centroids of the k cluster and
assigns a new data point to the cluster based on the less distance between
its centroid and data point.

Working of K-means algorithm:

Let us consider the value of k=3 from the fig 4.5 we see there are 3 clus-
ters for which we need to assign randomly for each data point. The cen-
troid is computed for each cluster. The red, blue and green are treated as
the centroids for three clusters. Next will reassign each data point which
is closest to the centroid. The top data points are assigned to blue centroid
similarly the other nearest data points are grouped to red and green cen-
troids. Now compute the centroid for new clusters old centroids are turned
to gray color stars, the new centroids are made to red, green and blue stars.
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Recalculating the centroids Exit of k-means algorithm

Fig 4.5 Pictorial representation of working of k-means algorithm.

Finally, repeat the steps of identifying new data points for nearing to cen-
troid and switch from one cluster to another to get new centroid until two
consecutive steps the centroids are same and then exit the algorithm.

8.PCA

PCA is a Principal Component Analysis which explores and visualizes the
data for less number of input variables. The reduction of capturing the new
data input values is done based of the data for the new coordinate systems
with axes called as “Principal Components”

Each component is the result of linear combination of the original vari-
ables which are orthogonal to one another. Orthogonality always leads to
specifying that the correlation between components is zero as shown in
Fig 4.6.

Initial principal component captures the data which are variable at max-
imum in one specific direction similarly second principal component is
resulted with computation of variance on the new data other than used for
first component. The other principal components are constructed while the
remaining variance is computed with different correlated data from the previ-
ous component.
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original data space
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Fig 4.6 Construction of PCA.

Ensemble learning techniques:

The combination of two or more multiple learning techniques for improve-
ment in the results with voting or averaging is called Ensembling. The vot-
ing is due done for classification and averaging is done based on regression.
Ensemblers try to improve the results with combination of two or more
learners. Bagging, Boosting and Stacking are three types of ensembling
techniques.

9. Bagging with Random Forests

Bagging uses bootstrap sampling method to create multiple model data
sets where each training data set comprises of random subsamples taken
from original data set.

The training data sets are of same size of the original data set, but some data
is repeated multiple times and some are missing in the records. Thus entire
original data set is considered for testing. If original data set is of N size then
generated training set is also N, with unique records would be about (2N/3)
and the size of test data set is of N.

The second step in bagging is to provide multiple models for same algo-
rithm for different generated training sets.

The Random forests are the results of bagging technique, it looks similar to
the decision tree where each node is split to minimize the error but in random
forest a set of random selected features are used for constructing the best split.
The reason for randomness usage over decision tree is because of choosing
multiple datasets for random split. The splitting over random subset features
means less correlation among predictions leading to many sub trees.
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The unique parameter which is used for splitting in random forest always
provides with wide variety of features used for searching at each split point.
Thus always bagging results in random forest tree construction with random
sample of records where each split leads to more random samples of predictors.

10. Boosting with AdaBoost

Adaptive Boosting is popularly known as Adaboost. Bagging is an ensem-
ble technique which is built parallel for each model of data set whereas
boosting works on sequential ensemble techniques where each new data
model is constructed based on the misclassification of the old model.

Bagging involves simple voting mechanism where each ensemble algo-
rithm votes to obtain a final outcome. At first to determine the resultant
model in bagging the earlier models are parallel treated with multiple
models. In boosting the weighted voting mechanism is used where each
classifier obtains the vote for final outcome based on the majority. The
sequential models were built based on the previous assignment for attain-
ing greater weights for different misclassified data models.

The fig 4.7 briefs the graphical illustration of AdaBoost algorithm where
a weak learner known as decision stump with 1-level decision tree using a
prediction based on the value of the one feature with a decision tree with
root node directly connected to leaf nodes.

The construction of weak learners continues until a user-defined no of
weak learners until no further improvement by training. Finally it results
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Fig 4.7 Steps of AdaBoost algorithm.
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in step 4 with three decision stumps from the study of the previous models
and applying three splitting rules.

First, start with one decision tree stump to make a decision on one input
variable.

The size of the data points show that we have applied equal weights to
classify them as a circle or triangle. The decision stump has generated a
horizontal line in the top half to classify these points. We can see that there
are two circles incorrectly predicted as triangles. Hence, we will assign
higher weights to these two circles and apply another decision stump.

First splitting rule is done with one input variable to make a decision.
Equal weights of data points were considered to classify them in to circle or
triangle. The decision stump shows the separated horizontal line to catego-
rize the points. In fig 4.7 step-1 clearly shows that two circles were wrongly
predicted for triangles. Now we will assign more weightage to these circles
and go for second decision stump.

In the second splitting rule for decision stump is done on another input
variable. As we observe the misclassified circles were assigned with heavier
weights in the second decision stump so they are categorized correctly and
classified to vertical line on the left but three small circles which are not
matching with that heavier weight are not considered in the current deci-
sion stump. Hence will assign another weights to these three circles which
are at the top and go for another stump.

Third, train another decision tree stump to make a decision on another
input variable.

The third splitting rule the decision tree stump try to make decision on
another input variable. The three misclassified circles in second decision
tree stump are raised to heavier weights thus a vertical line separates them
from rest of the circles and triangles as shown in figure.

On fourth step will combine all decision stumps from the previous
models and define a complex rule to classify the data points correctly from
previous weak learners.

Dimensionality Reduction

In machine learning to resolve classification problems very often many
factors are considered for the final classification. The factors which are
considered for classification are known as variables or features. The more
the numbers of features were considered it would be difficult to visual-
ize the training set and to work on it. Most of the features are correlated
hence possibility of occurrence of redundant is more. This technique of
getting redundant features on the given training data set is done using
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dimensionality reduction algorithm. Dimensionality reduction is a mech-
anism where the no of random variables are reduced based on the avail-
ability principal variables on a given data set. The major steps involved in
dimensionality reduction is extraction of features and selection of features.

Why is Dimensionality Reduction important in Machine
Learning and Predictive Modeling?

The predominant example for understanding dimensionality reduction can
be considered for classifying the simple e-mail messages which we receive in
our inbox. The classification would be the e-mail message received is spam
or not. More no of features can be considered for classifying the e-mail mes-
sages they are like subject title, content, usage of templates etc.., some of the
features can overlap. Another example simple classification would be for
predicting the humidity and rainfall for a given day. Most of the features
which will be used are correlated to a high degree hence we need to reduce
the features and try to classify. Most of the 3-D data classification leads too
hard to visualize, 2-D data can be easily mapped to any two dimensional
space and 1-D data can be made on to a straight line.

Components of Dimensionality Reduction

Dimensionality reduction is carried under two major steps:

o Selection of Features: A trial of subset of data is considered
original data set with specified features of variables or features,
to get minimal data set which can provide solution to the prob-
lem. It uses three popular techniques in choosing the minimal
data set they are filtering technique, wrapper technique and
embedded technique.

o Extraction of Features: In this mechanism the higher
dimensional space are reduced to a lower dimension space
and test set of data can be for lesser no of dimensions.

Methods of Dimensionality Reduction
The various methods used for dimensionality reduction include:
 Principal Component Analysis (PCA)

o Linear Discriminant Analysis (LDA)
» Generalized Discriminant Analysis (GDA)
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Advantages of Dimensionality Reduction

Low storage space and promotes high data compression
Less computation time
Eliminate more redundant features, if available.

Disadvantages of Dimensionality Reduction

Data loss can occur after elimination of redundant data.
Undesirable output can occur for data sets which have fea-
tures more linearly correlated.

It fails to define mean and covariance as sufficient data sets
are not available for process.

The no of principal components considered for implemen-
tation is uncertain but thumb rules are used to resolve the
choice of selection.

4.3 Explanatory Factor Analysis

Segment 2 - Explanatory factor analysis

In [1

1: import pandas as pd

import numpy as np

import sklecarn

from sklearn.decomposition import FactorAnalysis

from sklearn import datasets

Factor analysis on iris dataset

In

J: |iris = datasets.load iris{()
X = iris.data
variable names = iris.fecature names

x[0:10,]
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Cut 3 array(fl 5.1, 3.5, 1.4, 0.2},
30 Zi . 138, 927
f 4.7, 3.2, 1.8, 0.%71,
[ 8.6, 3.1, X.35, 0.21:
I 3 ¢ du6: 1.9, 0.2)1:
IP5d,. 38, 1.7 0.4,
[ 3.6, 3.4, 1.9, 0.31.
LS e 2% 4da8: 0:-8l:
[ 4.4, 2.8, 1.4, 0.21.
[ 4.9, 3.1, 1.5, 0.1]]1)
In [4]): factor = Factorhnalysis().fit(X)

pd.DataFrame (factor.components , columns—variable names)

Cutldl: sepal length (cm) sepal width (cm) petal length {cm) petal width (cm)

0 0707227 -0.153147 1.653151 0.701569
1 0.114676 0.159763 -0.045604 -0.014052
2 -0.000000 0.000000 0.000000 0.000000
3 -0.000000 0.000000 0.000000 -0.000000

4.4 Principal Component Analysis (PCA)

The popular dimensionality reduction technique is the principal compo-
nent analysis (PCA). It transforms the large set of dataset in to smaller
dimension which still contains much of the information to represent that
large dataset. As we reduce the selected features the accuracy will get
reduced but the major feature of PCA algorithm it simplifies the data set
with little change in accuracy. The PCA results in to smaller data sets which
are easy to process and can be visualized and analyzed properly without
loss of information or variables. Thus PCA preserve the actual important
featured data from the available data set which gives more clarity on the
solution space.

Step by Step Explanation of PCA

Step 1: Standardization

It is a procedure in which range of continuous initial variables which will
contribute equally are analyzed. Most specifically the standardization is
done prior to PCA because latter it would be challenging to compute the
variances of initial data set variables. The variables with large differences
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between the range of initial variables will dominate over small differences
over the small range which will provide us with biased result. So trans-
forming the data on to comparable scales would be better choice to prevent
this issue.

The below formulae can be used to standardize the data variables by
subtracting the mean from the variable value and dividing it by its standard
deviation.

value — mean

~ standard deviation

The standardization always results in unique scale form of arranging
the data.

Step 2: Covariance Matrix computation

The variables correlation must be identified among the standardized data.
This step is important because it identifies how input data will vary from
the mean value of the other and results in to reduce that data which is
leading more correlation. Thus covariance matrix helps in identifying the
strong correlated data.

The below is the example covariance matrix for three dimensional data
which will check for all variables possible correlation on x, y, and z.

Cov(x,x) Cov(x,y) Cov(x,z)
Cov(y,x) Cov(y,y) Cov(y,z)
Cov(z,x) Cov(z,y) Cov(z,z)

Covariance Matrix for 3-Dimensional Data
Most of the diagonal will be same variable variance and the cumulative
covariance will be same values hence in the above matrix the lower and
upper triangular portions will have similar data. The positive value of
covariance will build strong correlation and negative will result in inverse
correlation.

Thus covariance matrix will help us in summarizing the correlated data
between all possible pairs of variables.
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Step 3: Compute the eigenvectors and eigenvalues of the
covariance matrix to identify the principal components

Eigen vectors and Eigen values are linear algebra concepts that need to be
computed on covariance matrix to determine the principal components of
the data. Principal components are constructed with linear combinations
or mixture of different variables. The new combinations are done such a
way that uncorrelated data and most of the data within the initial variables
will be compressed or squeezed to form the components. Thus depending
on the dimension of data the principal components can be created. The
principal components will always tries to maximize the possible informa-
tion on to first component, then second components with next maximum
remaining data.

The fig 4.8 provides with the possible data as grouped into principal
components. This way of organizing the data without loss of information
will provide the reduction in the unwanted or uncorrelated data. Thus the
principal components with less data can be neglected and remaining are
used for further process.

The pictorial representation of principal components will represent the
directions of the data that gives the maximum computed variance data on
the lines of capture for most of the information. The major relationship
between variance and information are that the larger the variance carried
by a line, larger the dispersion of data which provides more information.
The difference between the data can be clearly observed from the principal
component axes.

Percentage of explained variances

12 3 4 5 6 7 8 9 10
Principal Components

Fig 4.8 Percentage of Variance (Information) for each by PC.
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Step 4: Feature Vector

The continuation previous step of construction of principal components
from eigen vectors and order based on the Eigen values in descending
order allows us to identify the significance of it. In this step will choose
which components to be discarded (low eigenvalues) and the remaining
will be resultant feature vector.

The feature vector is simply a matrix which has columns with eigen vec-
tors of the components that will be used for further operations. This would
be the first step to achieve dimensionality reduction, among p eigen vec-
tors out of n, thus the final data set would be only p dimensions.

Last Step: Recast the Data Along the Principal Components Axes

From all above steps it is clear that after standardization you make changes
to the data based on the principal component selection and result new fea-
ture vector, but the given input dat is always same.

In this step, which is the last one, the aim is to use the feature vector
formed using the eigenvectors of the covariance matrix, to reorient the
data from the original axes to the ones represented by the principal com-
ponents (hence the name Principal Components Analysis). This can be
done by multiplying the transpose of the original data set by the transpose
of the feature vector.

In the final step will multiply the transposed feature vector with the
transposed original datset.

FinalDataSet = FeatureVector” s StandardizedOriginalDataSet”

Advantages of Principal Component Analysis

1. Separate the correlated featured data:
In real time scenarios there would be large amount of data
set with variable no of features. It is difficult to run the algo-
rithm for all features and visualize them graphically. So it is
mandatory to reduce the number of features to understand
the data set. The correlation among the features will help us
in selecting the selected features which will result with close
proximity of understanding which is quite impossible with
manual intervention. Thus PCA provides the construction
of principal components with featured vectors which will
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help us finding the strong correlated features by removing
from the original data.

2. Improving the performance of algorithms:
Most of the algorithms performance depends on the val-
ued data supplied for its input. If the data is not valid then
it will degrade its performance and result in wrong results.
If we provide the highly correlated data it will significantly
improve the performance of algorithms. So if input data is
more to process then PCA would be better choice to reduce
the uncorrelated data.

3. Overfitting reduction:
When more variable features are used in the dataset then
overfitting is the common issue. So PCA reduces the no of
features which will result less over fitting.

4. Visualization is improved:
High dimensional data is difficult to visualize. PCA trans-
forms the high dimensional to low dimensional to improve
the visibility of data. Example IRIS data with four dimension
can be transformed to two dimension by PCA which will
improve the data visualization for processing.

Disadvantages of Principal Component Analysis

1. Interpretation on independent variables is difficult:
PCA results in to the linear combination where original fea-
ture of data will be missing and these resulted principal com-
ponents are less interpretable then with original features.

2. PCA purely depends on data standardization:
The optimal principal components will not be possible if the
input data is not standardized. Scaling factor is very import-
ant among the chosen available data. Any strong variation
will result in biased results which will lead to wrong out-
put. To get optimal performance form the machine learning
algorithms we need to standardize the data to mean 0 and
standard deviation 1.

3. Loss of information:
Principal components will try to cover much of the highly
correlated data with wide features but some information
may be lost due to more convergence then with available
original features.
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Segment 3 - Principal component analysis (PCA)

In [2]: |import numpy as np
import pandas as pd

import matplotlib.pyplot as plt
import pylab as pltc

import seaborn as sb

from IPython.display import Image
from IPython.core.display import HTML
from pylab import rcParams

import sklearn

from sklearn import deccmposition
from sklearn.decompesition import ECA
from sklearn import datasets

In [11]: $%matplotlib inline
rcParams|['figure.figsize'] = 5, 4
sb.set style('whitegrid')

PCA on the iris dataset

In [3]: iris — datascto.load iris(}
X = iris.data
varigble names = irisg.feature names
x[0:10,]

Cut[3]: array([[ 5.1, 3.5, 1.4, 0.2].
FAn &, i BT
[ 8.7 32, 13 0.2l
[ &6 S, 1.5, 0.4
[ 5 Ak 1. B
[ 5.3, 3.8. 1.0, 0.4],
[ 4.6, 3.4; 1.4y 0.31;
[ . A, WS 62,
[ 4.4, 24:8: 1 U.21;
[ 4e8y Belp 1550 B311)

In [4]: pca = decomposition.PCA()
iris pca = pca.fit transform(X)

pca.explained variance ratio

OCut[4]: array([ 0.92461621, 0.05301557, 0.01718514, 0.00518309])

In [3]: pca.explained variance ratio .sum()

Out[5]: 1.0
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In [6]: comps = pd.DataFrame(pca.components ., columns=variable names)

comps
Cat[&]: sepal length (cm) sepal width (cm) petal length {cm) petal width (cm)
0 036715490 -0.082269 0.886572 0.358544
1 -0.656540 0.729712 0175767 0.074706
2 0.580997 -0.595418 -0.072524 -0.549061
3 0.317255 -0.324094 -0.479719 0.751121

In [12]: sb.heatmap(comps)

(@]

ut[12]: <matplotlib.axes. subplots.AxesSubplot at 0x£03bb38:>

o l 0.6

03
0.0
-03
- I 0.6

sepal length (cm)
sepal width (cm)
petal length (cm)
petal width (cm)
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5
Outlier Analysis

5.1 Extreme Value Analysis Using Univariate Methods

Segment 1 - Extreme value analysis using univariate
methods

In [1}: |import pumpy as np
import pandas as pd

import matplotlib.pyplot as plt

from pylabh import reDarams

In [3]: %matplotlib inline
rcParams(['figure.figsize'] = 5,4

In [5]: df = pd.zead cav(
r putter="C:/Users/Lillian Pierson/Dei

df .columng=['Sepal Length','Sepal Width','Petal Length' 6 'Petal width', 'Species']
X = df.ix[:,0:4].values
y = df.1x[:,%].values

dE[:3]
G195 sepallength SepalWidth Petallength PetalWidth Species
0 51 15 14 02 seisa
1 49 30 14 02 setosa
2 47 3z 13 02 setosa
3 45 3 15 02 setosa
4 3.0 36 14 02 selosa

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (123-134) © 2022 Scrivener
Publishing LLC
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Identifying outliers from Tukey boxplots

In [6]1: |df.boxplot(return type="dict')
plt.plot()

Out[6]: [1
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In [7]: |Sepal Width = X[: 1]
iris putliers = (Sepal Width > 4)
df[iris_outliers]

Out[7]: SepalLength Sepal Width Petal Length Petal Width Species
15 57 44 15 04 setosa
32 5.2 41 15 01 setosa
33 55 42 14 n2 sefnsa

In [B]: Sepal Width = X[:,1]
iris putliers = (Sepal Width < 2.03)
df[iris outliers]

Cut(8]: Sepal Length Sepal Width Petal Length Petal Width  Species

60 5.0 20 35 1.0 versicolor
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Applying Tukey outlier labeling

Tn [Q]: pd.nptiona.display.float format = "{:_ 1f}"'_ format
X df = pd.DataFrame (X)

print X df.describe()

4] i 2 3
count 150.0 150.0 150.0 150.0
mean 3.8 3.1 3.8 1.2
std 0.8 0.4 1.8 0.8
min 4.3 2.0 1.0 3P |
25% 5.1 2.8 1.6 0.3
20% a:8 3.0 4.3 153
75% 6.4 2.2 L 1.8
max 1:9 4.4 6.9 25

5.2 Multivariate Analysis for Outlier Detection

Segment 2 - Multivariate analysis for outlier detection

In [1]: import pandas as pd
import matpleotlib.pyplot as plt

from pylab import rcParams
import seaborn as sb

In [2]: %matplotlib inline
rcParams|['figure.figsize'] = 5, 4
sh.set style('whitegrid')

Visually inspecting boxplots

In [3]: df = pd.zead csv{

#ilaparh or buffar='C-/Msars/Ti111an Plerson/Daskrop/Txarnisa ¥iles/ChNs/NS_N2/iris daza csv',
header=llone,
=ap=', ")

df.colums ength’, "Sepel Width', 'Peval Length','Petzl Width', "Species’]

data = df T values

tazget = df.ix[:,4].values

d£[:5]
sb.boxplot {x="Species’, v='Sepal Length', data=df, palette='hls')

Gut[3]: <matplotlib.axes, subplcts.RxesSubplot at OxbecfB838>
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5.3 DBSCan Clustering to Identify Outliers

Outlier Detection Using DBSCAN (Density-Based Spatial
Clustering Application with Noise)

Introduction

The unsupervised machine learning technique which uses density-based
clustering algorithm to deal with outliers data of random shape and size to
form cluster is a DBSCAN [1]. The knowledge of this algorithm is manda-
tory for Data scientist [2].

The main characteristic of the DBSCAN algorithm is used to detect the
points which lie outside the dense regions are considered as outliers or
noisy points [3]. It perfectly fits to outlier detection and from the cluster
with different shape and size [4].

The epsi and Min_Pts are two parameters used for parametric approach.

o epsi: This represents the radius of the neighbourhood clus-
ter around a point x.

e Min_Pts: The minimum points of neighborhood for defin-
ing a new cluster.

DBSCAN Algorithm step by step.
The major steps followed during the DBSCAN algorithm are as follows:

Step-1: Initialize the parameter values of eps and Min_Pts.

Step-2: For given data set repeat for each x:

+ Euclidean distance is computed between data points and
check if it is less than or equal to eps then consider as new
neighbor of x.

o After identifying the new neighbor beside the data point
x are counted and checked for greater than or equal to
Min_Pts, and mark it as visited.

Step-3: For each core point, if it is not already assigned to a clus-
ter then create a new cluster. Further, all the neighbouring
points are recursively determined and are assigned the same
cluster as that of the core point.

A new cluster is created for each core point if it is not assigned
to a cluster. Further, recursively new neighboring points are
determined and assigned a cluster for the each core point.
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Step-4: The above steps are repeated until all new nodes are
visited.

Input parameters given to the DBSCAN Algorithm.

The two-user defined input parameters considered for DBSCAN algorithm
for clustering:

« Epsilon (eps): It is defined as radius around each neighbor-
ing points which is having the maximum distance [5].

e Minimum Points (min_samples or min_pts): It is defined
as the minimum no of neighboring points which are around
the core point with in that radius [6].

For example if Min_Pts is 6 means atleast the new point should be 5 or
more neighboring points around the core point [7].

A cluster is considered when minimum no of points equals the epsilon
distance of core point [8].

Terms related to DBSCAN Algorithm:

- Direct Density Reachable
- Density Reachable
- Density Connected

Direct density reachable:
If a point is near to the core point neighborhood then it is known as direct
density reachable [9].

Density Reachable:
If a point is connected through a series of core points then it is known as
density reachable.
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Density Connected:
If two points are density reachable to core point then it is known as density
connected.

We get three types of points upon applying a DBSCAN algorithm to a
particular dataset — Core point, Border point, and noise point.

o Core Point:
A core point is that data point which has a minimum no of
neighboring points with in the epsilon distance of it.

o Border Point:
Border point is that point with less no of minimum num-
ber of data points with atleast one point as core point in
neighborhood.

o Noise Point:
Noise point is that point which is neither core point nor bor-
der point. It also known as outlier data point.

Time complexity of the DBSCAN Clustering Algorithm

The different complexities of the algorithm are (N= no of data points) as
follows:

Best Case:

KD-tree or R-tree are used for storing the data set using spatial indexing
system to query the neighborhood points to get executed in logarithmic
time i.e. O(N log N) time complexity.

Worst Case:
The worst case is O(N?) which will not use index on a degenerated data.
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Average Case:
It is similar to best case or worst case with same implementation of
algorithm.

How is the parameter “Min_Pts” estimated in the DBSCAN
Algorithm?

Min_Pts > Dim + 1 where Dim is the dimension of data set

Case-1:
The minimum value for Min_Pts is not equal to 1 because every point will
be part of a cluster.

Case-2:
For Min_Pts<=2 then the points will be part of hierarchical clustering with
single link and dendrogram cut to a height of epsilon.

So, Min_Pts value should be atleast 3.

Larger value of Min_Pts will be better for any dataset as they have more
noisy points which will yield many clusters [10, 11].

At max the thumb rule could be Min_Pts > 2* Dim + 1

To choose larger values, it may be necessary that the:

« Data values should be large
 The Data with more noisy, it leads to more outliers
o Data should have more duplicates

Advantages of the DBSCAN algorithm

1. No need of initial clusters to be defined [12].

2. Clusters can be any random shape or size even with
non-spherical ones can be considered.

3. Outliers are easily identified which are considered as noisy
data [13].

4. DBSCAN never provides initial no of cluster as input to
algorithm which K Means does.

5. Any shape of cluster can be found [14].

Most of the cluster does not have any specific shape.

7. Many of the outliers is eliminated by forming new cluster
and finally on more repetition none of the outliers will exist
in our data set.

o
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Disadvantages of the DBSCAN algorithm

1. Itfails when there are more density drops among the clusters.

2. If there are more variations among the variable clusters it is
difficult to detect the outliers or noisy points.

3. Itis difficult to set the initial parameters as it is highly sensi-
tive to the parameter settings.

4. The quality of DBSCAN algorithm lies with distance metric.

5. Effective clusters cannot be generated for the high dimen-
sional data.

6. Multi processor system cannot be involved to partition the
algorithm computation.

Segment 3 - DBSCan clustering to identify outliers

In [2]: | import pandas as pd

import matplotlib.pyplot as plt
from pylab import rcParams
import seaborn as sb

import sklearn
lrom sklearn.cluster import DBSCAN
trom collections import Counter

In [3]: %matplotlib inline
rcParams['figure.figsize'] = 5, 4
sb.set_style('whitegrid')

DBSCan clustering to identify outliers
Train your model and identify outliers

In [5]: [df = pd.zend cavi

filepath or buffer='C:/Users/Lillian Pierson/Desktop/Exercise Files/Ch05/05_03/iris.data.csv’,

header=None,
sep=", ')
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Sepal Langth Sepal Width Petal Length Petal Width Species

o 51 35 14 02 setosa
1 49 30 14 02 selosa
Z 47 3Z 13 02 seinsa
3 46 31 15 02 selosa
4 50 38 14 02 selosa

In [8]: model = DBSCAN(eps=0.E8, min samples=19).fit(data)
print model

DBSCAN (algorithm="auto", =ps=0.8, leaf size=30, metric="euclidean’,
min samples=12, p~None, random state=None)

Visualize your results

-
=]

w0

outliers df = pd.DataFrame (data)

print Counter(model.labels )

print outliers df(model.labels =—-1]
Counter({1: 94, 0: 50, -1: &})
1 2 3
asg Dk @5 348 1.4
Ip5 7.6 3.0 6.6 2.t
117 7.7 3.8 6.7 2.2
I8 T.T BiB 609 23
322 T.T 258 &7 240
3131 7.8 3.8 6.9 2.0
In fig = ple.figure()
Ax-= Figadd_swaall 3, 1, 1, II)

colors = model.labels_

ax.scatter (datal:,

ax.set_xlabel {‘Per

Out(i9]: <macplotlib.text.Text at Oxcabc320>

DBSCan for Outliner Detection
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6
Cluster Analysis

Clustering

Clustering is one of the most common exploratory data analysis technique
used to get an intuition about the structure of the data [1]. It can be defined
as the task of identifying subgroups in the data such that data points in
the same subgroup (cluster) are very similar while data points in different
clusters are very different [2]. In other words, we try to find homogeneous
subgroups within the data such that data points in each cluster are as sim-
ilar as possible according to a similarity measure such as euclidean-based
distance or correlation-based distance [3]. The decision of which similarity
measure to use is application-specific [4].

Clustering analysis can be done on the basis of features where we try
to find subgroups of samples based on features or on the basis of sam-
ples where we try to find subgroups of features based on samples [5]. We'll
cover here clustering based on features. Clustering is used in market seg-
mentation; where we try to find customers that are similar to each other
whether in terms of behaviors or attributes, image segmentation/compres-
sion; where we try to group similar regions together, document clustering
based on topics, etc. [6].

Unlike supervised learning, clustering is considered an unsupervised
learning method since we don’t have the ground truth to compare the
output of the clustering algorithm to the true labels to evaluate its perfor-
mance [7]. We only want to try to investigate the structure of the data by
grouping the data points into distinct subgroups [8].

6.1 K-Means Algorithm

Kmeans algorithm is an iterative algorithm that tries to partition the
dataset into Kpre-defined distinct non-overlapping subgroups (clusters)
where each data point belongs to only one group [9]. It tries to make

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (135-156) © 2022 Scrivener
Publishing LLC
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the intra-cluster data points as similar as possible while also keeping the
clusters as different (far) as possible [10]. It assigns data points to a clus-
ter such that the sum of the squared distance between the data points and
the cluster’s centroid (arithmetic mean of all the data points that belong
to that cluster) is at the minimum [11]. The less variation we have within
clusters, the more homogeneous (similar) the data points are within the
same cluster [12].
The way kmeans algorithm works is as follows:

1. Specify number of clusters K.

2. Initialize centroids by first shuffling the dataset and then
randomly selecting K data points for the centroids without
replacement.

3. Keep iterating until there is no change to the centroids. i.e
assignment of data points to clusters isn’t changing.

o Compute the sum of the squared distance between data
points and all centroids.

+ Assign each data point to the closest cluster (centroid).

« Compute the centroids for the clusters by taking the average
of the all data points that belong to each cluster.

The approach kmeans follows to solve the problem is called Expectation-
Maximization. The E-step is assigning the data points to the closest clus-
ter. The M-step is computing the centroid of each cluster. Below is a break
down of how we can solve it mathematically (feel free to skip it).

The objective function is:

]:iiw"k [Ix" = e (6.1)

i=1 k=1

where wik=1 for data point xi if it belongs to cluster k; otherwise, wik=0.
Also, pk is the centroid of xi’s cluster.

Its a minimization problem of two parts. We first minimize J w.r.t.
wik and treat pk fixed. Then we minimize ] w.r.t. pk and treat wik fixed.
Technically speaking, we differentiate ] w.r.t. wik first and update clus-
ter assignments (E-step). Then we differentiate ] w.r.t. pk and recompute
the centroids after the cluster assignments from previous step (M-step).
Therefore, E-step is:
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a] m K ;
aW-k :Zi=12k=1 Hx _'uk||2
oy = 1 if k=argmin;||x"— ;|
0 otherwise.

(6.2)

In other words, assign the data point xi to the closest cluster judged by
its sum of squared distance from cluster’s centroid.
And M-step is:

d mo
—a/j 222. 1Wik(x1_.uk):O
k =
_ Zzni1 Wikxi ©3)
=M=
i=1 Wik

Which translates to recomputing the centroid of each cluster to reflect
the new assignments.
Few things to note here:

« Since clustering algorithms including kmeans use distance-
based measurements to determine the similarity between
data points, it’s recommended to standardize the data to
have a mean of zero and a standard deviation of one since
almost always the features in any dataset would have differ-
ent units of measurements such as age vs income.

 Given kmeans iterative nature and the random initialization
of centroids at the start of the algorithm, different initializa-
tions may lead to different clusters since kmeans algorithm
may stuck in a local optimum and may not converge to global
optimum. Therefore, it’s recommended to run the algorithm
using different initializations of centroids and pick the
results of the run that that yielded the lower sum of squared
distance.

« Assignment of examples isn't changing is the same thing as
no change in within-cluster variation:
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*lex — x| (6.4)
mi

Applications

kmeans algorithm is very popular and used in a variety of applications
such as market segmentation, document clustering, image segmentation
and image compression, etc. [13]. The goal usually when we undergo a
cluster analysis is either:

1. Get a meaningful intuition of the structure of the data we're
dealing with.

2. Cluster-then-predict where different models will be built for
different subgroups if we believe there is a wide variation
in the behaviors of different subgroups. An example of that
is clustering patients into different subgroups and build a
model for each subgroup to predict the probability of the
risk of having heart attack.

Clustering on two cases:

 Geyser eruptions segmentation (2D dataset).
« Image compression.

Advantages of k-means

Relatively simple to implement.

Scales to large data sets.

Guarantees convergence.

Can warm-start the positions of centroids.

Easily adapts to new examples.

Generalizes to clusters of different shapes and sizes, such as
elliptical clusters.

AN

Disadvantages of k-means

1. Choosing manually.
2. Being dependent on initial values.
3. Clustering data of varying sizes and density.
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Clustering outliers.
Scaling with number of dimensions.

Segment 1 - K-means method

Setting up for clustering analysis

In [2]:

import numpy as np
import pandas as pd

import matplotlib.pyplot as pit

import sklearn

from sklearn.cluster import EKMeans

from mpl toolkits.mplot3d import RAxes3D

from sklearn.preprocessing import scale

import sklearn.metrics as sm

from sklearn import datasets

from sklearn.metrics import confusion matrix, classification report

In [3]: | $matplotlib inline

Out{4] ¢

plt.figure (figsize=(7,4))
<matplotlib.figure.Figure at Oxc76edel>

<matplotlib.figure.Figure at Oxc76e4el>

iris = datasets.locad iris()

X = scale(iris.data)

Y = pd_LatarFrame (1riz.target)

variable names = iria.feature names

x[o:10,]

array([[-0._00068117, 1.03205722, -1.3412724 , -1_31207673],

i—1.314301691, -0.1249576 , -1.3412724 , —1.31297673},
[-1.38535265. (0.33784833, -1.30813811, -1.31207673].
[-1.50652052, 0.10644536, -1.28440687 , —-1.31287873]},
[-1.02184904. 1.26346019, -1.3412724 , -1.312976731.
[-0.53717756, 1.95766908, -1.17067529, -1.05003079].,
[-1.50652052, 0.80065426, -1.3412724 , -1.18150378],
[-1.02184504, 0.80065426, -1.2844067 , -1.31297673].
[-1.74885626, —-0.35636057, -1.3412724 , -1.31297673],
[-1.14301691, 0.106494536, -1.2844067 , -1.4444497 ]1)

Building and running your model

In [51:

Cut|

clustering = EMeans(n_clusters:?, randcmﬁ;tate==)

clustering. fit(X)

KMeans (copy x=True, init="k-means++', max iter=300, n clusters=3, n init=10,

n_jobs=l, precompute distances='auta', random state=5, tol=0.0001,
verkose=0)

139
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Plotting your model outputs

In [7]: iris df = pd.DataPrame{iris,data)
iris df.columns = ['Sepal Length', 'Sepal Width', 'Petal Length', 'Petal Width']
y.enlumna = ['Targeta']

12 cnlor_cheme = pp.array(['darkgray', 'lightsalmon', 'powderblue'])

PLT.SUDDLOT(L,&,1)
plo.scastex| x—:.ns_d.[.?eul_’_az:q:h, y—:.ris_df. Fe:al_‘did\:h, c-:clcr_taemeilris.:a:qesj + 8=30)

pls.vivle('Cround Trush Classificas )

plc.subplot(i,2,2)
plt.scatter(x=iris df.Petal L
plt.ticle('K-Means Classifi

ngth, y=iris 4f.Petal Width, c=color theme[clustering.labels ], s=30)
')

1+ <mavplotlib,cexc . Text at OxccaB160>

Ground Truth Classification  K-means Classification

£V A Y, S ——
25} {25t ]
20} 20

15} 115} ]
1.0f 110t ]
0.5} 0.5t ]
0.0} 1 oot ]
B B S A VR B R A

: relabel = np.choose(clustering.lzbels , [z, 0, 1]).astype(np.intéd)
pluvoubplut (2;252) =
plc.acatter (x=iris df.Petal Length,y=iris df.Petel Width, c=color theme[iris.target], 2=50)
plt.citla('Cround

lagaification')

plt.subplot(1,.2.2)
plt.scatter(x=iris df.Petal Length,y=iris df.Petal Width, c=color theme[relabel], s=50
plt.title('E-Means Classi ion')

¢ <macplotlib.vexv.Text at OxcdSbfeld>
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Evaluate your clustering results

In [10]): |print [classificat.icn_repozt (v, Telabel))

precision recall fi-acore sSupport

0 1.00 1.00 1.00 50

1 0.74 0.78 0.76 50

2 8.77 0.7 0.74 50

avg / total 0.83 0.83 0.83 150

6.2 Hierarchial Methods

A Hierarchical clustering method works via grouping data into a tree of
clusters. Hierarchical clustering begins by treating every data points as a
separate cluster. Then, it repeatedly executes the subsequent steps:

1. Identify the 2 clusters which can be closest together, and
2. Merge the 2 maximum comparable clusters. We need to con-
tinue these steps until all the clusters are merged together.

In Hierarchical Clustering, the aim is to produce a hierarchical series of
nested clusters. A diagram called Dendrogram (A Dendrogram is a tree-like
diagram that statistics the sequences of merges or splits) graphically rep-
resents this hierarchy and is an inverted tree that describes the order in which
factors are merged (bottom-up view) or cluster are break up (top-down view).

The basic method to generate hierarchical clustering are:

1. Agglomerative:
Initially consider every data point as an individual Cluster
and at every step, merge the nearest pairs of the cluster. (It is
a bottom-up method). At first everydata set set is considered
as individual entity or cluster. At every iteration, the clusters
merge with different clusters until one cluster is formed.

2. Divisive:
We can say that the Divisive Hierarchical clustering is pre-
cisely the opposite of the Agglomerative Hierarchical clus-
tering. In Divisive Hierarchical clustering, we take into
account all of the data points as a single cluster and in every
iteration, we separate the data points from the clusters which
aren’t comparable. In the end, we are left with N clusters.
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Working of Dendrogram in Hierarchical clustering

The dendrogram is a tree-like structure that is mainly used to store each
step as a memory that the HC algorithm performs. In the dendrogram
plot, the Y-axis shows the Euclidean distances between the data points, and

the x-axis shows all the data points of the given dataset.

The working of the dendrogram can be explained using the below

diagram:
45
25
40 g
v
520
35 2
c 15
o
30 S
5 10 2 clusters
E i ;
25 05
20 00
15 20 25 30 35 45 45 50 P1 P2 P3 P4 PS5

In the above diagram, the left part is showing how clusters are created in
agglomerative clustering, and the right part is showing the corresponding

Datasets

dendrogram.

We can cut the dendrogram tree structure at any level as per our

As we have discussed above, firstly, the datapoints P2 and P3
combine together and form a cluster, correspondingly a den-
drogram is created, which connects P2 and P3 with a rectan-
gular shape. The hight is decided according to the Euclidean
distance between the data points.

In the next step, P5 and P6 form a cluster, and the corre-
sponding dendrogram is created. It is higher than of previ-
ous, as the Euclidean distance between P5 and P6 is a little
bit greater than the P2 and P3.

Again, two new dendrograms are created that combine
P1, P2, and P3 in one dendrogram, and P4, P5, and P6, in
another dendrogram.

At last, the final dendrogram is created that combines all the
data points together.

requirement.
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Applications of Hierarchical Clustering

1. US Senator Clustering through Twitter
2. Charting Evolution through Phylogenetic Trees
3. Tracking Viruses through Phylogenetic Trees

Advantages of Hierarchical Clustering

1. No apriori information about the number of clusters
required.
2. Easy to implement and gives best result in some cases.

Disadvantages Of Hierarchical Clustering

1. Algorithm can never undo what was done previously.

2. Time complexity of at least O(n? log n) is required, where #’
is the number of data points.

3. Based on the type of distance matrix chosen for merging
different algorithms can suffer with one or more of the
following:

i) Sensitivity to noise and outliers

ii) Breaking large clusters

iii) Difficulty handling different sized clusters and convex
shapes

4. No objective function is directly minimized

5. Sometimes it is difficult to identify the correct number of
clusters by the dendogram.

Segment 2 - Hierarchial methods

Setting up for clustering analysis

In [1]: import numpy as np
import pandas as pd

import scipy

from scipy.cluster.hierarchy import dendrogram, linkage
from scipy.cluster.hierarchy import fcluyster

from scipy.cluster_ hierarchy import cophenet

from scipy.spatial.distance import pdist

import matplotlib.pyplot as pilt
from pylab import rcParams
import seaborn as sb

import sklearn
from sklearn.cluster import AcglomerativeClustering
import sklearn.metrics as sm
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n [2]: np.set printoptions(precision=4, suppress=Irue)
plc.figure(figsize=(10, 3))
smatplotlib inline
plt.scyle.use('seaborn-whitegrid')

[4]: address = 'C:/Users/Lillian Pierson/Desktop/Exercise es/Ch06/06 02/ntcar.
cars = pd.read ceviaddress)
cars.columns = ['car names' 'mpg',‘cyl','disp', 'hp', 'drat!, 'wt'!, 'gsec', 'vs', 'am!, 'gear', 'carb']
X = cars.ix{:, (1,3,4,6)].values
y = cars.ix[:, (9)] .values

Decision tree models with CART

Machine Learning has been one of the most rapidly advancing topics to
study in the field of Artificial Intelligence. There are a lot of algorithms
under Machine Learning that have specifically gained popularity due to
their transparent nature. One of them is the Decision Tree algorithm, pop-
ularly known as the Classification and Regression Trees (CART) algorithm.

The CART algorithm is a type of classification algorithm that is required
to build a decision tree on the basis of Gini’s impurity index. It is a basic
machine learning algorithm and provides a wide variety of use cases. A
statistician named Leo Breiman coined the phrase to describe Decision
Tree algorithms that may be used for classification or regression predictive
modeling issues.

CART is an umbrella word that refers to the following types of decision
trees:

+ Classification Trees: When the target variable is continu-
ous, the tree is used to find the “class” into which the target
variable is most likely to fall.

o Regression trees: These are used to forecast the value of a
continuous variable.

Understanding Decision Tree

A decision Tree is a technique used for predictive analysis in the fields of
statistics, data mining, and machine learning. The predictive model here is
the decision tree and it is employed to progress from observations about
an item that is represented by branches and finally concludes at the item’s
target value, which is represented in the leaves. Because of their readability
and simplicity, decision trees are among the most popular machine learn-
ing methods.


https://www.analyticssteps.com/blogs/top-10-machine-learning-algorithms
https://www.analyticssteps.com/blogs/top-10-machine-learning-algorithms
https://www.analyticssteps.com/blogs/decision-tree-machine-learning
https://www.analyticssteps.com/blogs/what-gini-index-and-information-gain-decision-trees
https://www.analyticssteps.com/blogs/predictive-analytics-techniques-and-applications
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The structure of a decision tree consists of three main parts: Root nodes,
Internal Nodes and Leaf Nodes.

Root Node

Internal
Node

Internal
Node

£ Ty y! =Y
prtsmaii Leaf Node Leaf Node |
~ Node _
[Leaf Node' G%éfNOi%
[ Class 1 Gass 2)]

As shown in the diagram, the first node or the Root node is the training
data set, followed by the internal node and leaf node. The internal node acts
as the decision-making node, as this is the point at which the node divides
further based on the best feature of the sub-group. The final node or the
leaf node is the one that holds the decision.

CART Algorithm

In the decision tree, the nodes are split into subnodes on the basis of a
threshold value of an attribute. The CART algorithm does that by search-
ing for the best homogeneity for the subnodes, with the help of the Gini
Index criterion.

The root node is taken as the training set and is split into two by consid-
ering the best attribute and threshold value. Further, the subsets are also
split using the same logic. This continues till the last pure sub-set is found
in the tree or the maximum number of leaves possible in that growing tree.
This is also known as Tree Pruning.
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Calculating Gini Index:

GI= P(-PR)

Which can be written as:
GI=1- 2 p?
i=0

The formula of Gini Index
Here, c is the total number of classes and P is the probability of class i.

CART models from Data:

CART models are formed by picking input variables and evaluating split
points on those variables until an appropriate tree is produced, according
to Machine Learning Mastery.

Let us look at the steps required to create a Decision Tree using the
CART algorithm:

+ Greedy Algorithm:
The input variables and the split points are selected through
a greedy algorithm. Constructing a binary decision tree is a
technique of splitting up the input space. A predetermined
ending condition, such as a minimum number of training
examples given to each leaf node of the tree, is used to halt
tree building.

The input space is divided using the Greedy approach.
This is known as recursive binary splitting. This is a numeri-
cal method in which all of the values are aligned and several
split points are tried and assessed using a cost function, with
the split with the lowest cost being chosen.

The cost function that is reduced to determine split points
for regression predictive modeling problems is the sum
squared error across all training samples that lie inside the
rectangle:

sum(y - p)/2


https://machinelearningmastery.com/classification-and-regression-trees-for-machine-learning/
https://www.analyticssteps.com/blogs/cost-function-machine-learning
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Here, y is the output of the training sample, and p is the
estimated output for the rectangle.

The Gini index function is used for classification, and it
indicates how “pure” the leaf nodes are. The formula for this
is:

G = sum(pk * (1 - pk))

Here, G is the Gini index, pk is the proportion of training

instances with class k in the rectangle.

Stopping Criterion:

As it works its way down the tree with the training data,
the recursive binary splitting method described above must
know when to stop splitting.

The most frequent halting method is to utilize a mini-
mum amount of training data allocated to each leaf node. If
the count is less than a certain threshold, the split is rejected
and the node is considered the last leaf node.

The number of training members is adjusted according
to the dataset. It specifies how exact the tree will be to the
training data.

Tree pruning:

A decision tree’s complexity is defined as the number of splits
in the tree. Trees with fewer branches are recommended.
They are simple to grasp and less prone to cluster the data.

Working through each leaf node in the tree and evalu-
ating the effect of deleting it using a hold-out test set is the
quickest and simplest pruning approach. Only leaf nodes
are eliminated if the total cost function for the complete test
set decreases. When no additional improvements can be
achieved, then no more nodes should be removed.

More advanced pruning approaches, such as cost com-
plexity pruning (also known as weakest link pruning), can
be applied, in which a learning parameter (alpha) is used to
determine whether nodes can be eliminated depending on
the size of the sub-tree.

Data preparation for CART algorithm:
No special data preparation is required for the CART
algorithm.

147
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Advantages of CART algorithm

1. The CART algorithm is nonparametric, thus it does not
depend on information from a certain sort of distribution.

2. The CART algorithm combines both testings with a test
data set and cross-validation to more precisely measure the
goodness of fit.

3. CART allows one to utilize the same variables many times in
various regions of the tree. This skill is capable of revealing
intricate interdependencies between groups of variables.

4. Outliers in the input variables have no meaningful effect on
CART.

5. One can loosen halting restrictions to allow decision trees to
overgrow and then trim the tree down to its ideal size. This
method reduces the likelihood of missing essential structure
in the data set by terminating too soon.

6. To choose the input set of variables, CART can be used in
combination with other prediction algorithms.

Disadvantage of CART algorithm:

1. A small change in the data can cause a large change in the
structure of the decision tree causing instability.

2. For a Decision tree sometimes calculation can go far more
complex compared to other algorithms.

3. Decision tree often involves higher time to train the model.

4. Decision tree training is relatively expensive as the complex-
ity and time has taken are more.

5. The Decision Tree algorithm is inadequate for applying
regression and predicting continuous values.

Using scipy to generate dendrograms

In [7]: |Z = linkage(X, 'ward')

45., leaf font size=1S5., show_contracted=Irue)
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Truncated Hierarchical Clustering Dendogram
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Generating hierarchical clusters

6.3

13): de=2

Hclustering = AgglomerativeClustering (n_clusters=k, affinity='suclidean', linkage='ward')
Hclustering. £ic (X)

sm.accuracy score(y, Hclustering.labels )

3j: v.78125

14]: |Helustering — AgglomerativeClustering(n clusters—k, affinity-'suclidean', linkage—'complete')

Helustering. fit (X)

am.accuracy score(y, Helustering.labels )

1: 0.4375

: Bolustering = AgglomerativeClustering(n clusters=k, affinity='suclidean®

eacli . linlkage='average')
Helustaring. fit (X)

sm.accuracy score(y, Hcluscering.labels )

7 0.78125

: Helustering = AgglomerativeClustering(n clusters=k, affinicy-'manhattan', linkage="average')

Holusuering. £ (X)

sm.accuracy_score(v, Hclustering.labels )}

i D.7I8TS

Instance-Based Learning w/k-Nearest Neighbor

Instance-based learning

The Machine Learning systems which are categorized as instance-based
learning are the systems that learn the training examples by heart and then
generalizes to new instances based on some similarity measure [13]. It is


mailto:https://www.geeksforgeeks.org/machine-learning/
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called instance-based because it builds the hypotheses from the training
instances [14]. It is also known as memory-based learning or lazy-learn-
ing. The time complexity of this algorithm depends upon the size of train-
ing data. The worst-case time complexity of this algorithm is O (n), where

n is the number of training instances.

For example, If we were to create a spam filter with an instance-based
learning algorithm, instead of just flagging emails that are already marked
as spam emails, our spam filter would be programmed to also flag emails
that are very similar to them. This requires a measure of resemblance
between two emails. A similarity measure between two emails could be the
same sender or the repetitive use of the same keywords or something else.

Advantages:

1.

Instead of estimating for the entire instance set, local approx-
imations can be made to the target function.

This algorithm can adapt to new data easily, one which is
collected as we go.

Disadvantages:

1.

Classification costs are high

2. Large amount of memory required to store the data, and

each query involves starting the identification of a local
model from scratch.

Some of the instance-based learning algorithms are :

Ll o

K Nearest Neighbor (KNN)
Self-Organizing Map (SOM)
Learning Vector Quantization (LVQ)
Locally Weighted Learning (LWL)

K-Nearest Neighbor (KNN)

K-Nearest Neighbour is one of the simplest Machine Learning
algorithms based on Supervised Learning technique.

K-NN algorithm assumes the similarity between the new
case/data and available cases and put the new case into the
category that is most similar to the available categories.
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o K-NN algorithm stores all the available data and classifies
a new data point based on the similarity. This means when
new data appears then it can be easily classified into a well
suite category by using K- NN algorithm.

o K-NN algorithm can be used for Regression as well as for
Classification but mostly it is used for the Classification
problems.

o K-NN is a non-parametric algorithm, which means it does
not make any assumption on underlying data.

o [Itisalso called a lazy learner algorithm because it does not
learn from the training set immediately instead it stores the
dataset and at the time of classification, it performs an action
on the dataset.

o KNN algorithm at the training phase just stores the dataset
and when it gets new data, then it classifies that data into a
category that is much similar to the new data.

« Example: Suppose, we have an image of a creature that looks
similar to cat and dog, but we want to know either it is a cat
or dog. So for this identification, we can use the KNN algo-
rithm, as it works on a similarity measure. Our KNN model
will find the similar features of the new data set to the cats
and dogs images and based on the most similar features it
will put it in either cat or dog category.

KNN Classifier

®.

/ 1

Input value Predicted Output

Why do we need a K-NN Algorithm?

Suppose there are two categories, i.e., Category A and Category B, and we
have a new data point x1, so this data point will lie in which of these cate-
gories. To solve this type of problem, we need a K-NN algorithm. With the
help of K-NN, we can easily identify the category or class of a particular
dataset. Consider the below diagram:
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Q )

Categdry B . ’ Categc;fy B

L] -
£l L
'. ¢ . New data point - : New data point
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L] ° Category 1
Category A Category A >

() 0

How does K-NN work?
The K-NN working can be explained on the basis of the below algorithm:

o Step-1: Select the number K of the neighbors

o Step-2: Calculate the Euclidean distance of K number of
neighbors

o Step-3: Take the K nearest neighbors as per the calculated
Euclidean distance.

o Step-4: Among these k neighbors, count the number of the
data points in each category.

« Step-5: Assign the new data points to that category for which
the number of the neighbor is maximum.

o Step-6: Our model is ready.

Suppose we have a new data point and we need to put it in the required
category. Consider the below image:

A
* o
“ "0
*_ e @
Category B
- <
* * New Data
e ® ®  point
* *
Category A >

o Firstly, we will choose the number of neighbors, so we will
choose the k=5.
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» Next, we will calculate the Euclidean distance between the
data points. The Euclidean distance is the distance between
two points, which we have already studied in geometry. It
can be calculated as:

D -

Y2

7

B(X2,Y2)

Y1

-
>

Euclidean Distance between A1 and B2= _/ (X2-X1)2+(Y2-Y1)2

o By calculating the Euclidean distance we got the nearest
neighbors, as three nearest neighbors in category A and two
nearest neighbors in category B. Consider the below image:

a

* e
@ v '3 Category A:3 neighbors
L Category B:2 neighbors
* ® *

Category B
* @ New Data
¢ * @  point
® *
Category A

« As we can see the 3 nearest neighbors are from category A,
hence this new data point must belong to category A.

How to select the value of K in the K-NN Algorithm?

Below are some points to remember while selecting the value of K in the
K-NN algorithm:

o There is no particular way to determine the best value for
“K”, so we need to try some values to find the best out of
them. The most preferred value for K is 5.
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« Averylow value for K such as K=1 or K=2, can be noisy and
lead to the effects of outliers in the model.
« Large values for K are good, but it may find some difficulties.

Applications of KNN

Text mining

Agriculture

Finance

Medical

Facial recognition

Recommendation systems (Amazon, Hulu, Netflix, etc)

AU

Advantages of KNN Algorithm:

o Itissimple to implement.
o Itis robust to the noisy training data
o It can be more effective if the training data is large.

Disadvantages of KNN Algorithm:

o Always needs to determine the value of K which may be
complex some time.

« The computation cost is high because of calculating the dis-
tance between the data points for all the training samples.

Segment 3 - Instance-based learning w/ k-Nearest
Neighbor

Setting up for classification analysis

In [2]: import numpy as np
impuil pandes as pd
import scipy

import matplotlib.pyplot as plt
from pylab import rcParams

import urllib

import sklsarn

from sklearn.neighbors import ENeighborsClassifier
from sklearn import neighbors

from sklearn import preprocessing

from sklearn.cross validation import train teat split
from sklearn import metrics
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In [3]): |np.set_printoptions (precision—4, suppress=Irue)
gmatplotlib inline
rcParams|['fiqure.figsize'] = 7, 4
plt.style.use ('seaborn-whicegrid')

Splitting your data into test and training datasets

In [4]: addzess = 'Ci/Ussrs/Li
cars = pd.read csv(address)
cars.columns = ['car names', 'mpg'

1eraon/Desktop/Exercise Fil

cyl','disp', 'hp', 'drat', 'wt!, 'gsec', 'vs', 'am', 'gear', 'carb']
% prime = cars.ix{:, (1,3,4,6)].values

v = cars.ixl:, 91.values

In [5]: X = preprocessing.zcale(X prime)

In [7]: X train, X test, y train, y test = train test split(X, v, test size=,33, random state=17)

Building and training your model with training data

In |9]): |clf = neighbors.KNeighborsClassifier()

clf.fic (X train, y train)
print (clf)

RNeighborsClassifier (algorichm="auto"', leaf_aizeﬂaﬂ, metvric="minkowski',

metric params=None, n_jcbs=l, n_neighbors=5, p=2,
weights="uniform')

Evaluating your model’s predictions against the test dataset

- semy

In [13]: |y_expect = y test
y_pred = clI.predict (X Cest)

prioL(meurics.classificacliun fEpULL (y expecy, y pred))

preoision »apall £1-soore suppoxt
L+ .71 i1.90 o.83 s
: 3 1.00 0.87 0.80 &

avg / total 0.87 0.82 0.82 11
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Network Analysis with NetworkX

Association Rules Models with Apriori

Apriori [1] is an algorithm for frequent item set mining and association
rule learning over relational databases. It proceeds by identifying the fre-
quent individual items in the database and extending them to larger and
larger item sets as long as those item sets appear sufficiently often in the
database [1]. The frequent item sets determined by Apriori can be used to
determine association rules which highlight general trends in the database:
this has applications in domains such as market basket analysis [2].

The Apriori algorithm was proposed by Agrawal and Srikant in 1994.
Apriori is designed to operate on databases containing transactions (for
example, collections of items bought by customers, or details of a website
frequentation or IP addresses [2]). Other algorithms are designed for find-
ing association rules in data having no transactions (Winepi and Minepi),
or having no timestamps (DNA sequencing). Each transaction is seen as a
set of items (an itemset).

Given athreshold, the Apriori algorithm identifies the item sets which
are subsets of at least transactions in the database.

Apriori uses a “bottom up’ approach, where frequent subsets are
extended one item at a time (a step known as candidate generation), and
groups of candidates are tested against the data. The algorithm terminates
when no further successful extensions are found.

Apriori uses breadth-first search and a Hash tree structure to count can-
didate item setsefficiently. It generates candidate item sets of length from
item sets of length. Then it prunes the candidates which have an infrequent
sub pattern. According to the downward closure lemma, the candidate set
contains all frequent-length item sets. After that, it scans the transaction
database to determine frequent item sets among the candidates.

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (157-172) © 2022 Scrivener
Publishing LLC
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The pseudo code for the algorithm is given below for a transaction data-
base, and a support threshold of. Usual set theoretic notation is employed,
though note that is a multiset. is the candidate set for level. At each step,
the algorithm is assumed to generate the candidate sets from the large
item sets of the preceding level, heeding the downward closure lemma.
accesses a field of the data structure that represents candidate set, which
is initially assumed to be zero. Many details are omitted below, usually the
most important part of the implementation is the data structure used for
storing the candidate sets, and counting their frequencies.

Apriori (T, €)
L, < {large 1 - itemsets}
k<2
while L, is not empty
C, < Apriori_gen (L
for transactions tin T
D «{cinC :c Ct}
for candidates cin D,
count [c] ¢ count [c] + 1

k)

k-1°

L < {cin C, : count [c] > &}
kek+1

return Union (L )
Apriori_gen (L, k)

result < list ()
forallpCL,qC Lwherep, =q,p,=q,...P,,=q,,andp, <q,,

c=puUfq!}
ifuCcforalluinL
result.add (c)

return result

Advantages of the Apriori algorithm

1. Itisan easy-to-implement and easy-to-understand algorithm.
2. It can be used on large itemsets.
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Disadvantages of the Apriori Algorithm

1. Sometimes, it may need to find a large number of candidate
rules which can be computationally expensive.

2. Calculating support is also expensive because it has to go
through the entire database.

7.1 Working with Graph Objects

Segment 2 - Working with Graph Objects

In [1): ! pip install networkx
Requirement already satisfied (use --upgrads to upgrade): networkx in c:\program filss\anacondaZ\lib\site-pack

ages

Rogulzemcny glzcaily saLlsficd (wst —-upgiade Lo upgrede): decuraters~3.%.0 1 cilprogram [ilcs\anacondaz\1lb\s

ite-peckages (from netwozkx)

You are using pip version 8.1,2, however version 9.0.1 is available,
You should consider upgrading via the 'python -m pip install --upgrade pip" command,

In [Z]:  i1mport numpy as np
import pandas as pd

import matplotlib.pyplot as plt
from pylab import rcParama
import seaborn as sb

import nectworkx as nx
In [3]: %matplotlib inline

rcParams['figu figsize'] = 5; 4
sb.set style('whitegrid')

Creating Graph Objects

In [4]: G = nx.Graph()
nx.draw(G)

In [8): G.add _nodec{l)
nx.draw(G)

In [6]: G.add nodes from([2,3,4,5,6,8,9;12,15,1¢6])
nx.draw(G)
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}: G.add edges from([(2,8), (2,8), (2,9),02,13), (3,18) (3,8, (2, 9), (3,13)

nx.draw(G)

The Basics about Drawing Graph Objects

In [&): nx.draw circular (G)

(3.35), 18, 8) 14,12
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In [2]: nx.draw_spring (G)
®
e g

Labeling and Coloring Your Graph Plots

12

In [10]): nx .d:uw_ci:c‘.zln: (G, r‘odc_cnlo:—'bzzq::' r with_labcls—':::c)
>_-z,
><‘ D
16
15

In [1l1]: G.remove node(l)
nx.draw circular(G, node color='bisgue', with labels=True)

161
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Identifying Graph Properties

In [12]: |sum stacs = nx.info(G)
print sum stats
Name:
Type: Graph
Number of nodes: 10
Numkber of edges: 14
Lverage degree: 2.8000
In [13] print nx.degree(G)

{23z Dy 3: 4y 4: 4; 5: Q; 6@ 3;

(R3]

Using Graph Generators

In [14]: |G = nx.complete graph(25)

nx.draw(G; nede color='bisque',

i 8y 4 %, 9% A, 157 4, 16 Ay

with labels=True)

In [15]: |G = nx.gnc _graph(7, seed=25)

nx.draw(G, node color='kisgue',

with labels=True)
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In [16]: ego G = nx.ego_graph(G, 3, radius=5)
nx.draw (G, node color='kisgue’, with labels=True

7.2 Simulating a Social Network (ie; Directed
Network Analysis)

Neural Networks with a Perceptron

In the Artificial Neural Network(ANN), the perceptron is a convenient
model of a biological neuron, it was the early algorithm of binary classifiers
in supervised machine learning. The purpose behind the designing of the
perceptron model was to incorporate visual inputs, organizing subjects or
captions into one of two classes and dividing classes through a line (3, 4].

Classification is one most important elements of machine learning,
especially in image transformation [5]. Machine learning algorithms
exploit various means of processing to identify and analyze patterns [6].
Proceed with classification tasks, the perceptron algorithms analyze classes
and patterns in order to attain the linear separation between the various
class of objects and correspond patterns obtained from numerical or visual
input data [7].

What is the Perceptron Model, Precisely?

Talking in reference to the history of the perceptron model, it was first
developed at Cornell Aeronautical Laboratory, United States, in 1957 for
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machine-implemented image recognition. The machine was first ever cre-
ated artificial neural networks [8].

At the same time, the perceptron algorithm was expected to be the most
notable innovation of artificial intelligence, it was surrounded with high
hopes but technical constraints step out the door that turns out with the
conclusion that single-layered perceptron model only applicable for the
classes which are linearly separable [9].

Later on, discovered that multi-layered perceptron algorithms enabled
us to classify non linearly separable groups [10].

Till now, you must have got the core idea of studying the perceptron
model, let's move one step closer to target, kinds of perceptron models;

1. Single-layered perceptron model, and
2. Multi-layered perceptron model.

Defining them in deep!!!

1. Single-layered perceptron model
A single-layer perceptron model includes a feed-forward
network depends on a threshold transfer function in its
model [11]. It is the easiest type of artificial neural network
that able to analyze only linearly separable objects with
binary outcomes (target) i.e. 1, and 0.

| Output Layer

wix;>

Output "
L

otherwise

Single-Layered Perceptron Model

If you talk about the functioning of the single-layered per-
ceptron model, its algorithm doesn’t have previous infor-
mation, so initially, weights are allocated inconstantly, then
the algorithm adds up all the weighted inputs, if the added
value is more than some pre-determined value (or, threshold
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value) then single-layered perceptron is stated as activated
and delivered output as +1 [12].

In simple words, multiple input values feed up to the per-
ceptron model, model executes with input values, and if the
estimated value is the same as the required output, then the
model performance is found out to be satisfied, therefore
weights demand no changes. In fact, if the model doesn't
meet the required result then few changes are made up in
weights to minimize errors [13].

2. Multi-layered perceptron model
A multi-layered perceptron model has a structure similar
to a single-layered perceptron model with more number of
hidden layers. It is also termed as a Backpropagation algo-
rithm. It executes in two stages; the forward stage and the
backward stages [14].

kf\/\ulti -layer Pelception Modeu

Transformation

e
Summation Fe)= 1+es

S= W.X oMy

Multi-Layered Perceptron Model

In the forward stage, activation functions are originated
from the input layer to the output layer, and in the back-
ward stage, the error between the actual observed value and
demanded given value is originated backward in the output
layer for modifying weights and bias values.

In simple terms, multi-layered perceptron can be treated
as a network of numerous artificial neurons overhead varied
layers, the activation function is no longer linear, instead,
non-linear activation functions such as Sigmoid functions,
TanH, ReLU activation Functions, etc are deployed for exe-
cution [15].
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Applications

o Classification.
« Encode Database (Multilayer Perceptron).
« Monitor Access Data (Multilayer Perceptron).

Advantages

o Neural networks are flexible and can be used for both regres-
sion and classification problems. Any data which can be
made numeric can be used in the model, as neural network
is a mathematical model with approximation functions.

« Neural networks are good to model with nonlinear data with
large number of inputs; for example, images. It is reliable in
an approach of tasks involving many features. It works by
splitting the problem of classification into a layered network
of simpler elements.

« Once trained, the predictions are pretty fast.

o Neural networks can be trained with any number of inputs
and layers.

o Neural networks work best with more data points.

Disdvantages

 Neural networks are black boxes, meaning we cannot know
how much each independent variable is influencing the
dependent variables.

o Itis computationally very expensive and time consuming to
train with traditional CPUs.

« Neural networks depend a lot on training data. This leads
to the problem of over-fitting and generalization. The mode
relies more on the training data and may be tuned to the data.

Segment 3 - Simulating a Social Network (ie; Directed
Network Analysis)

n [1]}:  import numpy as np

impart pandas == pd
import networkx as nx
import matplotlib.pyplot as plt

ITOm DYlED 1WpOTT ICraIams
import seaborn as sb
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In [2]: |S$Smatplotlib inline
reParams|['figure.figgize"] = 5, 4
sb.set style('whitegrid')

Generating a Graph Object and Edgelist

In [3]): DG = nx.gn_graph(7, seed=25)

for line in nx.generate edgelist (DG, data=False): print(line)

4]

= Y R T
w o WwNo

Assigning Attributes to Nodes

In [4]: print DG.neoda[0]

i}

In [5]: DG.node[0]['name'] = 'Alice!

In [6]: print DGE.node[0]

{'"name'": 'Alice'}

In [7]: DG.node[l]['name'] = "Bob®
DG.node[2] ['name"'] = "Claire’
DG.node[3] ['name'] = '"Dennis'

DG.node[4] [ "name"'] ‘Esther"
DG.node[5] ["name'] 'Frank'
DG.node[6] ["name'] = "Geoxrge’

167

In [10]: D6.add nodes from([(0,{'age’:251), (1,{'age’:31}), (2,1 'age's18}),(3,{ age':47}), (4,{'aga":22}),

(5,{'age’:23}1), (6,{'age' 501} ])
print DG.node[0]

{'age’: 25, 'name': 'Alice'}
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In [11]: |DE.node[0]['gender'] = '£°'
DG.node[l] ['gender'] = 'm'
DG.node[2] ['gender'] = '£°'
DE.node[3] ['gender'] = 'm’

DG .noda[4] ['gendex!'] = '£!
DG.node[5] ["gender'] = 'm'

DG.node[6&] [ 'gender'] = 'm'
Visualize Your Network Graph
Iu [13]: ua.diew_vizicula:z (DB, nuds cvuluz='bisyus', wiil labzmls=Tzux)

In [14}: iabeldiét = (9: *‘Alice’,1:'SBob’,2:'Claire', 3:'Dennis’, &: 'Eather’,5;: 'Frank’, 6: 'George"}

nx .uxaw_c:u'cula: {DG, labels=labeldict, ﬂOSe_GDlDZ= ‘bisque’, ’n'll:h_lahelhji ue)

laire

Bob
DQ@B

lice
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In [15): G = DG.to undirected()

In [16]: nx.draw_spectral (G, lahels=labeldict, node_color='hisque', with labels=True)

Ff;f)k

George

Esther Alice

S \
dob

7.3 Analyzing a Social Network
Segment 4 - Analyzing a Social Network

In [11: import numpyv as np
import pandas as pd
import matplotlib.pyplot as plt
from pyvlabk import rcParams

import scaborn as ab

import networkx as nx

In [2]: Smatplotlib inlinae
rcParams|['figure.figsize'] = 5, 4
sb.set style('whitegrid')

In [3]): DG = nx.gn graph(7, seed = 2Z3)

for line in nx.generate edgelist (DG, data=False):
print(line)

DG.node[0] ['name'] = 'Alice’
DG.node[l] ['name'] = 'Bob'
DG.node[2] ['name"] = 'Claire’
DG.node[3] ['name'] = 'Dennis’

DG.node[4] ['name"'] = 'Esther'
DG.node[5] ['name"] *Frank’
DG.node[6] ['name"'] 'George’
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o T T T T
B O WbNOoOo

In [4]: G = DG.to_undirected()

In [5]: |print nx.info (DE)

Mame: gn graph(7)

Type: Dié:aph

NMumber of nodes: 7

Number of edges: 6

Lverage in degree: 0.8571

Average out degree: 0.8571

Considering Degrees in a Social Network

Identifying Successor Nodes

In [7]: nx.draw circular (DG, node coler—'bisgue', with labels-Trus
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o
m

DE.=zucceszora(3)

out[8]: [2]

oy
i
|:;1

DGE.neighbors(4)

t
5]

[=]
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Basic Algorithmic Learning

8.1 Linear Regression

In the most simple words, Linear Regression is the supervised Machine
Learning model in which the model finds the best fit linear line between
the independent and dependent variable i.e it finds the linear relation-
ship between the dependent and independent variable [1].

Linear Regression is of two types: Simple and Multiple. Simple Linear
Regression is where only one independent variable is present and the
model has to find the linear relationship of it with the dependent variable
[2].

Whereas, In Multiple Linear Regression there are more than one inde-
pendent variables for the model to find the relationship [3].

Equation of Simple Linear Regression, where bo is the intercept, bl is
coefficient or slope, x is the independent variable and y is the dependent
variable [4].

y=b +bx

Equation of Multiple Linear Regression, where bo is the intercept,
b,b,b,b,...b are coefficients or slopes of the independent variables
XX, XX X and y is the dependent variable [5].

y=b +bx +bx +bx,...+bx

A Linear Regression model’s main aim is to find the best fit linear
line and the optimal values of intercept and coefficients such that the
error is minimized. Error is the difference between the actual value and
Predicted value and the goal is to reduce this difference [6].

Let’s understand this with the help of a diagram.

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (173-196) © 2022 Scrivener
Publishing LLC
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30
Regression line
25
- 20
15
*—_error term (e)
10
!

100 200 300

In the above diagram,

« xisourdependent variable which is plotted on the x-axis and
y is the dependent variable which is plotted on the y-axis.

 Black dots are the data points i.e the actual values.

+ b istheintercept whichis 10and b is the slope of the x variable.

o The blue line is the best fit line predicted by the model i.e the
predicted values lie on the blue line.

The vertical distance between the data point and the regression line is
known as error or residual. Each data point has one residual and the sum
of all the differences is known as the Sum of Residuals/Errors [7].

Mathematical Approach:

Residual/Error = Actual values — Predicted Values
Sum of Residuals/Errors = Sum(Actual- Predicted Values)
Square of Sum of Residuals/Errors = (Sum(Actual- Predicted Values))?

ie
Yet=)d (v-¥)

Assumptions of Linear Regression

The basic assumptions of Linear Regression are as follows:

1. Linearity
It states that the dependent variable Y should be linearly
related to independent variables. This assumption can be
checked by plotting a scatter plot between both variables.
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Linear Linear No Linear relationship

v
v
v

Copyright 2014. Laerd Statistics.

2. Normality
The X and Y variables should be normally distributed.
Histograms, KDE plots, Q-Q plots can be used to check the
Normality assumption.

Normal Distribution

(a)

Mode m Megn B Median
(b) (0

Mean —t T t Mode Mode—T T t Mean
Median Median

Non - normal Distribution
Negatively Skewed Positively Skewed

3. Homoscedasticity
The variance of the error terms should be constant i.e the
spread of residuals should be constant for all values of X.
This assumption can be checked by plotting a residual plot.
If the assumption is violated then the points will form a fun-
nel shape otherwise they will be constant.
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Residuals

Residuals

Residuals

Residuals that show an increasing trend
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4. Independence/No Multicollinearity

The variables should be independent of each other i.e no
correlation should be there between the independent vari-
ables. To check the assumption, we can use a correlation
matrix or VIF score. If the VIF score is greater than 5 then
the variables are highly correlated [8].

In the below image, a high correlation is present between
x5 and x6 variables.
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Variables Correlated With Getting Hired

- 1.00

0.75

-0.072 0.036

0.25

- 0.00

x1 X2 x3 x4 X5 X6 y

5. The error terms should be normally distributed. Q-Q plots
and Histograms can be used to check the distribution of
error terms.

Histogram of residuals d Quantile plot of residuals
3 o
2
100 o 1
a
£ 0
50 ® A1
-2
0 -3
-2 0 2 -2 0 2
residual theoretical

6. No Autocorrelation
The error terms should be independent of each other.
Autocorrelation can be tested using the Durbin Watson test.
The null hypothesis assumes that there is no autocorrelation.
The value of the test lies between 0 to 4. If the value of the
test is 2 then there is no autocorrelation [9].

177
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Reject Hy: Do not reject Reject Hy:

positive Inconclusive Hgy: No evidence Inconclusive negative

autocorrelation of autocorrelation autocorrelation
| | | | | |
| | | | | 1
0 d. d, 2 4-d, 4-d; 4

How to deal with the Violation of any of the Assumption

The Violation of the assumptions leads to a decrease in the accuracy of the
model therefore the predictions are not accurate and error is also high. For
example, if the Independence assumption is violated then the relationship
between the independent and dependent variable can not be determined
precisely [10].

There are various methods are techniques available to deal with the vio-
lation of the assumptions. Let’s discuss some of them below.

Violation of Normality Assumption of Variables or Error Terms

To treat this problem, we can transform the variables to the normal distri-
bution using various transformation functions such as log transformation,
Reciprocal, or Box-Cox Transformation [11]. All the functions are dis-
cussed in this article of mine: How to transform into Normal Distribution

Violation of MultiCollineraity Assumption
It can be dealt with by:

« Doing nothing (if there is no major difference in the accuracy)

« Removing some of the highly correlated independent variables.

 Deriving a new feature by linearly combining the indepen-
dent variables, such as adding them together or performing
some mathematical operation.

 Performing an analysis designed for highly correlated vari-
ables, such as principal components analysis [12].

Evaluation Metrics for Regression Analysis

To understand the performance of the Regression model performing
model evaluation is necessary. Some of the Evaluation metrics used for
Regression analysis are:


https://www.analyticsvidhya.com/blog/2021/05/how-to-transform-features-into-normal-gaussian-distribution/
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1. R squared or Coefficient of Determination

The most commonly used metric for model evaluation in regression anal-
ysis is R squared. It can be defined as a Ratio of variation to the Total
Variation. The value of R squared lies between 0 to 1, the value closer to 1
the better the model [13].

A N2
B SSres :zi()’i—)’i)
S~ Y (1

where SSRES is the Residual Sum of squares and SSTOT is the Total Sum
of squares

R*=1

2. Adjusted R squared

It is the improvement to R squared. The problem/drawback with R2 is
that as the features increase, the value of R2 also increases which gives
the illusion of a good model. So the Adjusted R2 solves the drawback of
R2. It only considers the features which are important for the model and
shows the real improvement of the model. Adjusted R2 is always lower
than R2.

2
R’adjusted=1- (A=RT)IN-1)
N-p-1

where
R? = sample R-square
p = Number of predictors
N = Total sample size.

3. Mean Squared Error (MSE)
Another Common metric for evaluation is Mean squared error which is
the mean of the squared difference of actual vs predicted values [14].

1 o \2
MSE=->" (y-7)
n —
The square of the difference

between actual and

predicted
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4. Root Mean Squared Error (RMSE)

It is the root of MSE i.e Root of the mean difference of Actual and Predicted
values. RMSE penalizes the large errors whereas MSE doesn’t [15].

RMSE =

Segment 1 - Linear Regression

In [1]: import numpyv as np
import pandas as pd

import matplotlib.pyplot as plt
from pvlab import rcParams
import seaborn as sb

import oklcarn

from sklearn.linear model import LinearRegression
from sklearn.preprocessing import =cale

from collections import Counter

In [3]: $matplotlib inline
rcParams['figure.figsize'] = 5, 4
:b.::t_:tyl:('wh;tcg:id']

(Multiple) linear regression on the enrollment data

In Multiple Linear Regression there are more than one independent vari-
ables for the model to find the relationship.

Equation of Multiple Linear Regression, where bo is the intercept,
b,b,b,b,....b are coefficients or slopes of the independent variables
XX, X,,X,....x andy is the dependent variable.

y=b +bx +bx,+bx ... +bx



Basic ALGoriITHMIC LEARNING 181

(Multiple) linear regression on the enrollment data

In {8): address = 'C:/Usera/Lillian Pierson/Desktop/Exercise Files/Ch08/08 01/enrollment forecast.csv'
enroll = pd.read cav(address)
enroll.columna = ['year! 'roll! 'unem', 'hgrad!, 'ine']

enroll.head()

Gucfe]: year roll unem hgrad inc

0 15801 & 9% 193
{f 2545 70 %80 1981
1 318 73 91y 19
3 4TS 75 11666 2030
4 5816 70 1es M2

1: sb.pairplot{enzoll)

<seaborn.axisgrid.PaizGrid ac 0x13€2€710>
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20000
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In [10]: |print anroll_ corr()
year Iroll unem hgrad inc

year 1.000000 0.900934 0.378305 0.670300 0.9
roll 0.900934 1.000000 0.391344 0.8902%4 0.9
usem 0.378303 0.3913499 1.000000 0.177376 0.282310
hgrad 0.670300 0.89029%94 0.177376 1.000000 0.8
ine 0.944287 0.948876 0.282310 0.820089 1.0

bt
=

—
-
o]

=

enroll data = enroll.ix[:, (2,3)].values
cnroll__ta:gct - enzell.ix[:,1] .valuca
enroll data names = ['unem', 'hgrad']

H, ¥ = scalc(snroll_data), =nzoll tozget

Checking for missing values
In [12]: missing values = X—np.N&N
X[missing values — True]

Cuc[13]: arrav([], dtype=floate4d)

In [14): |LinReg = LinearRegression(normalize=True)
LinReg.fit (X, v)

print LinReg.score (X, V)

0.848881266613
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8.2 Logistic Regression

Logistic regression is a statistical analysis method used to predict a data
value based on prior observations of a data set. Logistic regression has
become an important tool in the discipline of machine learning. The
approach allows an algorithm being used in a machine learning applica-
tion to classify incoming data based on historical data. As more relevant
data comes in, the algorithm should get better at predicting classifications
within data sets. Logistic regression can also play a role in data prepara-
tion activities by allowing data sets to be put into specifically predefined
buckets during the extract, transform, load (ETL) process in order to stage
the information for analysis.

A logistic regression model predicts a dependent data variable by ana-
lyzing the relationship between one or more existing independent vari-
ables. For example, a logistic regression could be used to predict whether
a political candidate will win or lose an election or whether a high school
student will be admitted to a particular college.

The resulting analytical model can take into consideration multiple
input criteria. In the case of college acceptance, the model could consider
factors such as the student’s grade point average, SAT score and number of
extracurricular activities. Based on historical data about earlier outcomes
involving the same input criteria, it then scores new cases on their proba-
bility of falling into a particular outcome category.

Purpose and Examples of Logistic Regression

Logistic regression is one of the most commonly used machine learning
algorithms for binary classification problems, which are problems with two
class values, including predictions such as “this or that,” “yes or no” and “A
or B”

The purpose of logistic regression is to estimate the probabilities of
events, including determining a relationship between features and the
probabilities of particular outcomes.

One example of this is predicting if a student will pass or fail an exam
when the number of hours spent studying is provided as a feature and the
variables for the response has two values: pass and fail.

Organizations can use insights from logistic regression outputs to
enhance their business strategies so they can achieve their business goals,
including reducing expenses or losses and increasing ROI in marketing
campaigns, for example.


https://whatis.techtarget.com/definition/data-set
https://searchenterpriseai.techtarget.com/definition/machine-learning-ML
https://whatis.techtarget.com/definition/algorithm
https://searchbusinessanalytics.techtarget.com/definition/data-preparation
https://searchbusinessanalytics.techtarget.com/definition/data-preparation
https://searchdatamanagement.techtarget.com/definition/Extract-Load-Transform-ELT
https://whatis.techtarget.com/definition/dependent-variable
https://whatis.techtarget.com/definition/historical-data
https://searchcio.techtarget.com/definition/ROI
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An e-commerce company that mails expensive promotional offers to
customers would like to know whether a particular customer is likely to
respond to the offers or not. For example, they’ll want to know whether
that consumer will be a “responder” or a “non responder” In marketing,
this is called propensity to respond modeling.

Likewise, a credit card company develops a model to decide whether
to issue a credit card to a customer or not will try to predict whether the
customer is going to default or not on the credit card based on such char-
acteristics as annual income, monthly credit card payments and number of
defaults. In banking parlance, this is known as default propensity modeling.

Uses of Logistic Regression

Logistic regression has become particularly popular in online advertising,
enabling marketers to predict the likelihood of specific website users who
will click on particular advertisements as a yes or no percentage.

Logistic regression can also be used in:

« Healthcare to identify risk factors for diseases and plan pre-
ventive measures.

o Weather forecasting apps to predict snowfall and weather
conditions.

 Voting apps to determine if voters will vote for a particular
candidate.

« Insurance to predict the chances that a policy holder will die
before the term of the policy expires based on certain crite-
ria, such as gender, age and physical examination.

« Banking to predict the chances that a loan applicant will
default on a loan or not, based on annual income, past
defaults and past debts.

Logistic Regression vs. Linear Regression

The main difference between logistic regression and linear regression is
that logistic regression provides a constant output, while linear regression
provides a continuous output.

In logistic regression, the outcome, such as a dependent variable, only
has a limited number of possible values. However, in linear regression, the
outcome is continuous, which means that it can have any one of an infinite
number of possible values.


https://searchcio.techtarget.com/definition/e-commerce
https://searchsoftwarequality.techtarget.com/definition/application

Logistic regression is used when the response variable is categorical,
such as yes/no, true/false and pass/fail. Linear regression is used when
the response variable is continuous, such as number of hours, height and
weight.

For example, given data on the time a student spent studying and that
student’s exam scores, logistic regression and linear regression can predict
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different things.

With logistic regression predictions, only specific values or categories
are allowed. Therefore, logistic regression can predict whether the student
passed or failed. Since linear regression predictions are continuous, such
as numbers in a range, it can predict the student’s test score on a scale of

0-100.

Advantages of Logistic Regression

1.

Logistic regression is easier to implement, interpret, and
very efficient to train.

It makes no assumptions about distributions of classes in
feature space.

. It can easily extend to multiple classes (multinomial regres-

sion) and a natural probabilistic view of class predictions.

It not only provides a measure of how appropriate a predic-
tor (coeflicient size) is, but also its direction of association
(positive or negative).

It is very fast at classifying unknown records.

Good accuracy for many simple data sets and it performs
well when the dataset is linearly separable.

. It can interpret model coefficients as indicators of feature

importance.

Logistic regression is less inclined to over-fitting but it can
overfit in high dimensional datasets .One may consider
Regularization (L1 and L2) techniques to avoid over-fitting
in these scenarios.

Disadvantages of Logistic Regression

1.

If the number of observations is lesser than the number of
features, Logistic Regression should not be used, otherwise,
it may lead to overfitting.

It constructs linear boundaries.
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The major limitation of Logistic Regression is the assump-
tion of linearity between the dependent variable and the
independent variables.

It can only be used to predict discrete functions. Hence, the
dependent variable of Logistic Regression is bound to the
discrete number set.

Non-linear problems can't be solved with logistic regression
because it has a linear decision surface. Linearly separable
data is rarely found in real-world scenarios.

Logistic Regression requires average or no multicollinearity
between independent variables.

It is tough to obtain complex relationships using logistic
regression. More powerful and compact algorithms such as
Neural Networks can easily outperform this algorithm.

In Linear Regression independent and dependent variables
are related linearly. But Logistic Regression needs that inde-
pendent variables are linearly related to the log odds (log(p/

(1-p)).

Segment 2 - Logistic Regression

e |
’

import numpy as np
import pandas as pd
from pandas import Seriesz, DataFrame

import scipy
from scipy.stats import spearmanr

import matplotlib.pyvplot as plt
from pylab import rcParams
import seaborn as Ssb

import sklearn

from sklearn.preproceseging import zcale

from sklearn.linear model import LogisticRegression
Trom SK1earn.cross Validation 1mMpoOrtT Train TEesTt Split
from sklearn import metrics

from sklearn import preprocessing

*matplotlib inline
rcParams|['figure.figsize'] = 5, 4
sb.set style('whitegrid')




Basic ALGoRITHMIC LEARNING 187

Logistic Regression on mtcars

In [3]: address = 'C:/Users/Lillian Pierson/Desktop/Exercise Files/Chd
cars = pd.read cav(address)
cars.columns = ['car names’,'mpg’,'cyl','disp', 'hp', 'drat’, 'wr', ‘gsec’, 'vs', ‘'am’', 'geax', 'carb’)

/mtears.csv'

cars.head()

ML) car_names mpg oyl disp hp drat  wt gsec vs am gear carb
[ WAZOARKE ZL0 G 1600 TI0 330 ZeZb 646 0 1 4 &
1 UsaRXiWag 200 5 1800 160 390 2R 1702 0 4 4 &
2 Datsn7i0 228 4 1080 93 385 230 1861 1 1 4 1

3 HometdDive 214 & 2580 110 208 3215
4 HometSporabout 187 8 3600 175 315 3440 702 0 0 3 2

54 1 0 3 1

Tn [4]): car,q_r!ahn = ecara_ix[:, {(5,11)] . value=n
cars data nawes = ['drat','carb']

v = cars.ix[:,9].values
Checking for Independence between Features

In [5)]: sb.regplot(x='drat', yv="'carb',K data=—cars, scatter=True)

Ouc 5] : <matplotlib.axes._ subplots.AxesSubplot at Oxc375898>

9
8 .
7
6 .
o 5
5]
v 4 - - - - -
3
2 . e se » o - =
1 - - o o o
0
25 3.0 35 4.0 4.5 5.0 55

drat

In [6]: drat
carb

cars|['drac’']
cars['carb']

spearmany coefficient, p value = spearmanr(drat, carb)
print 'Spearman Rank Correlation Coefficient %0.3f' % (spearmanr coefficient)

Spearman Rank Correlation Coefficient -0.125
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Checking for Missing Values

Tn [7]: cars.isanmll{).=siam{)

Cuc[7]: Car_namss
meg
cyl
disp
hp
drat
wt
c=ac
vs
am
gaax
carb
dtype: inté64

[ M Bl B0 [l B I o o I o B B

Checking that your Target is Binary or Ordinal

In [8):  sb.countplot(x='am', datca=cars, palecte='hl=s')

Cut[8]: <matplotlib.axes. subplots.AxesSubplot at O0xcé4e080>

20

count
S

0
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Checking that your Dataset size is Sufficient
In [9]: cars.infa()

<class 'pandas.core.frame.DataFrame'>
RangeIndex: 32 entries, 0 to 31
Data columns (total 12 columns) :

car names 32 non-null object
mpg 32 non-null floaté64
eyl 32 non-null inté4
disp 32 non-null floaté4d
hipy 32 nun—null iantég
dratc 32 non-null floaté64d
Wt 32 non-null floac64
ga=c 32 non-null float64d
va 32 non-null int&4
am 32 non-null inté4
gear 32 non-null intc64
carb 32 non-null int64

diypea: L[lual61(5), inL64(6), ubject(l)
memory usage: 3.1+ KB

Deploying and Evaluating your Model
In [10]: X = scale(cars data)

In [11]: LogReg = LogisticRegression()

LogReg.fit (X, v)
print LogReg.score (X, v)

0.8125
In [12]: y pred = LogReg.predict(X)

from oklcarn.mctrico import claooification rcport
print(classification_repnrt(y, y_predﬁ)

precision recall fl-score Jupport

4] 0.88 0.79 0.83 18

: 5 0.73 0.85 g.79 13

avg / tocal 0.82 0.81 0.81 32

8.3 Naive Bayes Classifiers

What is a Classifier?

A classifier is a machine learning model that is used to discriminate differ-
ent objects based on certain features.
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Principle of Naive Bayes Classifier:

A Naive Bayes classifier is a probabilistic machine learning model that’s used
for classification task. The crux of the classifier is based on the Bayes theorem.

Bayes Theorem:

P(B|A)P(A)

PAB="7]

Using Bayes theorem, we can find the probability of A happening, given that
B has occurred. Here, B is the evidence and A is the hypothesis. The assump-
tion made here is that the predictors/features are independent. That is presence
of one particular feature does not affect the other. Hence it is called naive.

Example:

Let us take an example to get some better intuition. Consider the problem
of playing golf. The dataset is represented as below.

0 Rainy Hot High False No
1 Rainy Hot High False No
2 Overcast Hot High False Yes
3 Sunny Mild High False Yes
4 Sunny Cool Normal False Yes
5 Sunny Cool Normal True No
6 Overcast Cool Normal True Yes
7 Rainy Mild High False No
8 Rainy Cool Normal False Yes
9 Sunny Mild Normal False Yes
10 Rainy Mild Normal True

n Overcast Mild High True Yes
12 Overcast Hot Normal False Yes

13 Sunny Mild High True No
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We classify whether the day is suitable for playing golf, given the features
of the day. The columns represent these features and the rows represent
individual entries. If we take the first row of the dataset, we can observe
that is not suitable for playing golf if the outlook is rainy, temperature is
hot, humidity is high and it is not windy. We make two assumptions here,
one as stated above we consider that these predictors are independent. That
is, if the temperature is hot, it does not necessarily mean that the humidity
is high. Another assumption made here is that all the predictors have an
equal effect on the outcome. That is, the day being windy does not have
more importance in deciding to play golf or not.

According to this example, Bayes theorem can be rewritten as:

P(X|y)P
Pp0="ELE)

The variable y is the class variable(play golf), which represents if it is
suitable to play golf or not given the conditions. Variable X represent the
parameters/features.

X is given as,

X=(x)5%, %5 s X))

Here x_1,x_2....x_n represent the features, i.e they can be mapped
to outlook, temperature, humidity and windy. By substituting for X and
expanding using the chain rule we get,

_ PGaly)P(xaly)... P(xa[y)P(y)
P(x,)P(x,)...P(x,)

P(ylx1,.. %)

Now, you can obtain the values for each by looking at the dataset and
substitute them into the equation. For all entries in the dataset, the denom-
inator does not change, it remain static. Therefore, the denominator can be
removed and a proportionality can be introduced.

P(y|x1,...,x,) o< P(y)H ;P(xib/)

In our case, the class variable(y) has only two outcomes, yes or no. There
could be cases where the classification could be multivariate. Therefore, we
need to find the class y with maximum probability.
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y= argmaxyP(y)H izlP(x,»|y)

Using the above function, we can obtain the class, given the predictors.

Types of Naive Bayes Classifier:

Multinomial Naive Bayes:

This is mostly used for document classification problem, i.e whether a
document belongs to the category of sports, politics, technology etc. The
features/predictors used by the classifier are the frequency of the words
present in the document.

Bernoulli Naive Bayes:

This is similar to the multinomial naive bayes but the predictors are bool-
ean variables. The parameters that we use to predict the class variable take
up only values yes or no, for example if a word occurs in the text or not.

Gaussian Naive Bayes:

When the predictors take up a continuous value and are not discrete, we
assume that these values are sampled from a gaussian distribution.

The Normal Distribution

f(x)

Gaussian Distribution (Normal Distribution)

Since the way the values are present in the dataset changes, the formula for
conditional probability changes to,
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(-xi - .uy )2

1
P(xily)=——= exp(— 5
270, 20

Applications of Naive Bayes Algorithm

193

As you must've noticed, this algorithm offers plenty of advantages to its
users. That’s why it has a lot of applications in various sectors too. Here are
some applications of Naive Bayes algorithm:

As this algorithm is fast and efficient, you can use it to make
real-time predictions.

This algorithm is popular for multi-class predictions. You
can find the probability of multiple target classes easily by
using this algorithm.

Email services (like Gmail) use this algorithm to figure out
whether an email is a spam or not. This algorithm is excel-
lent for spam filtering.

Its assumption of feature independence, and its effective-
ness in solving multi-class problems, makes it perfect for
performing Sentiment Analysis. Sentiment Analysis refers
to the identification of positive or negative sentiments of a
target group (customers, audience, etc.)

Collaborative Filtering and the Naive Bayes algorithm work
together to build recommendation systems. These systems
use data mining and machine learning to predict if the user
would like a particular resource or not.

Advantages of Naive Bayes

This algorithm works very fast and can easily predict the
class of a test dataset.

You can use it to solve multi-class prediction problems as it’s
quite useful with them.

Naive Bayes classifier performs better than other models
with less training data if the assumption of independence of
features holds.

If you have categorical input variables, the Naive Bayes algo-
rithm performs exceptionally well in comparison to numer-
ical variables.
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Disadvantages of Naive Bayes

If your test data set has a categorical variable of a category
that wasn't present in the training data set, the Naive Bayes
model will assign it zero probability and won't be able to
make any predictions in this regard. This phenomenon is
called “Zero Frequency; and you’ll have to use a smoothing
technique to solve this problem.

This algorithm is also notorious as a lousy estimator. So, you
shouldn’t take the probability outputs of ‘predict_proba’ too
seriously.

It assumes that all the features are independent. While it
might sound great in theory, in real life, you’ll hardly find a
set of independent features.

Segment 3 - Naive Bayes Classifiers

import numpy as np
import pandas as pd

import urllib

import sklearn

from sklearn.naive bayes import BernoulliNB

from sklearn.naive bayes import GaussianNB

from sklearn.naive bayes import MultinomialNB

from sklearn.cross validation import train test split
from sklearn import metrics

from sklearn.mstrics import accuracy scare

Naive Bayes

Using Naive Bayes to Predict Spam

In [2]: |url = "https:// e ci ning-databases/sparbase/spambase.data”

raw_data = urllib.urlopen(url

dataset = np.loadtxt(raw_data. delimiter=".")

print dataset[0]

[ ©. 0.64 0.64 Q. 0.32 0. 0. 0. 0
0. i 0.64 0. 0. 0. 0.32 0.
1.29 1.93 0. 0.96 0. 0. 0. 0. 0.
0. 0. . Q. 0. 0. 0. 0. 0.
0. 0. 0. 0. 0. Q. t] [+ 8 2
0. 0. B 0. 0. [ ] 0.778
Q. 0. 3.756 61 278. 1 ]
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¥
B
]

dataset[:,0:48]

v = dataset[:, -1]
In [5]): X_t:ai:l, x_test, :;_t:-ain, y test = tzain_r.esr._split X v tesc_size=.3€, Iar-.dum_atate=i')

In [10]: |BernNB = BernoulliNB(binarize=True
BernNB.fit (X_train, y train)
print (BexrnMB)

¥_expect — ¥ _test
y_pred = BernNB.predict (X _test)
prinl nGuuLauy_auu:u(y_uxyeuu, y_p;ed)

BornoullilBE (alphe—1.0, binarize—Truc, claas_pzicr—Menc, £it pricxr—Tzruc)

0.855826201448

In [

.

HultiNB = MultinomialNBE()

MultiNB.fit (X _train, y train)
print (HulciNB)

v _pred = MultiNB.predict (X_test)

print acouracy occoxe (y cupeot, y pred)

MultinomialNRB (alpha=1.0, clags_prinr:ﬁone, fit_prior:True}
0.873601053325

&

n [12]: GausNB = GaussianNE ()
Gausns.IAt (X train, y train)
print (GausNEB)

¥ pred = GausNB.predict (X test)
print accuracy score(y expect, y pred)

GaussianNE ()
0.813034891376

In [13): Berniid = BernoulliNS(binarize=0.l)
Bern¥B.fic (X train, y train)
PT1nt (BEINNB)

¥_expect = y_test
y_pred = BernNB.predict (X test)
Print accuracy Score(y_expect, y_pred)

DernoullinND (aipha—l.0, binarize—0.1, class prior—Nonc, [ic prioz—Izuc)

0.8595325372284
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Web-Based Data Visualizations with Plotly

9.1 Collaborative Analytics

Collaborative analytics is part of the broader movement in analytics to
approach BI from a community-driven perspective. It uses a combination
of business intelligence software and collaboration tools to allow a broad
spectrum of people in an organization- (and beyond) to participate in data
analytics.

Collaborative analytics emphasizes the problem-solving process, cor-
rectly identifying that data analysis that generates the most valuable insights
doesn’t happen in a vacuum. Without the input of people who have a thor-
ough understanding of the industry, are talking with customers, working
on product development, managing production, etc., data analysts are
operating without context.

What collaborative analytics includes

Functionally, collaborative analytics includes a variety of elements. It
involves collaboration around the discovery, creation, sharing, and use of
data assets. For example, a sales leader may realize that a particular dataset
in the organization's CRM would be valuable for a particular use, recom-
mending to the data team that they make that data available in the analytics
tool. Collaborative analytics also works the other direction — data teams
make business users aware of endorsed datasets and the data resources
available and how to best use them. This “best use” education may involve
a formal training program on data skills, or it may happen on an informal
basis, as needed. More likely, it's a mix of both.

While human minds are an indispensable part of collaborative analytics,
the process also makes use of AI. Much of AIs potential when it comes
to knowledge sharing remains to be realized, but current capabilities are
valuable, including improving community exposure and streamlining

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (197-220) © 2022 Scrivener
Publishing LLC
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processes. AT’s ability to do things like identify similar datasets in a ware-
house, encourage joins, and prompt users to try different visualizations to
reveal trends more effectively dramatically improves a company’s profi-
ciency with collaborative analytics.

Tool capabilities that enable collaboration

What does collaborative analytics software look like in action? There are a
few capabilities that facilitate the process.

o Team workspaces — Team workspaces governed by permis-
sions and controls that ensure security allow employees with
teams and across teams to collaborate.

o Reusable workflows — Datasets used and analyses con-
ducted by one team are able to be saved and reused by others.

 Single source of truth — Data is centralized and available
via a single access point, ensuring that everyone is using the
same version of the data.

o Chat — Built-in or API-integrated collaboration tools allow
team members to ask questions, make comments, and tag
others for feedback.

+ Visual, collaborative data modeling — A visual approach
to data modeling allows business users to participate with-
out writing code. Schemas and tables are available for all
users to explore, and business users can create or contribute
to new data models and add their input to existing datasets.

What’s holding companies back from being community-driven

Although most organizations aspire to be collaborative, the reality is that
roadblocks are preventing full adoption. Here’s what holding companies
back and what they can do to remove these roadblocks.

Most popular BI tools weren’t built to be collaborative

While many legacy tools have bolted-on analytics collabora-
tion functionality, they haven’t been built from the ground up
with collaboration in mind. This results in clunky or compli-
cated user experiences that, in practice, end up preventing
business users from being as involved as they want to (and


https://www.sigmacomputing.com/blog/announcing-visual-data-modeling/
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should be). To implement collaborative analytics well, you
need a tool that has an easy-to-use UX that enables all types of
people to explore data, not just those with SQL knowledge.
Many newer tools that aim to be collaborative only offer
limited access to business users

Even many solutions that were built with collaboration
tools as foundational features don't offer business users
the ability to ask unique questions, or explore reports with
set parameters. True collaboration is limited to those with
technical skills on the data team. There’s no ability for busi-
ness users to participate in data modeling or conduct que-
ries beyond a limited, pre-designed sandbox where they are
second-class data citizens.

Some organizations aren’t taking advantage of cloud data
warehouse capabilities that enable collaborative analytics
In order to implement collaborative analytics, you must have
the right infrastructure in place with the right capabilities.
Modern cloud data warehouses like Snowflake and Google
BigQuery can store massive amounts of data, scale to meet
analytical demands of entire organizations, and make it pos-
sible to centralize company data for holistic analysis. They
are a requirement for any company seriously considering a
collaborative and community-driven approach to analytics.
Many organizations aren’t using an A&BI solution that
enables a community-driven approach with protective
governance

Opening up data access, exploration, and analysis without
compromising security demands a modernized approach
to data governance. To be truly community-driven, your
analytics and BI solution must make data accessible and
approachable for everyone while upholding strict compli-
ance and security standards.

Benefits of a collaborative approach to analytics & BI

We've established that you need the right tools in order to truly achieve
collaboration. But implementing tools is always a bit of work and requires
resources. Is collaborative analytics worth it? Here are a few of the many
benefits that provide a strong answer of “yes.”


https://www.sigmacomputing.com/blog/data-modeling-techniques-and-concepts-to-know-as-you-build-a-better-data-culture/
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Discovery of available data

Data sources and datasets can easily remain undiscovered or be over-
looked without someone pointing them out to the larger team. When a
broad spectrum of people serving a variety of roles is involved in the data
analytics process, an organization is able to identify and share all its valu-
able data and put it to use.

Better use of available data

Companies sit on a treasure trove of data. But 73% of it goes unused for
analytics. When all the data relevant to a given question is brought to bear,
collaborative teams can make better use of the data. Those on the data team
can endorse the most relevant and accurate data, and business users under-
stand the nuances of meaning that can be derived from it.

Fuller use of domain experts’ knowledge

When domain experts are limited to static dashboards built by the data
team, the organization allows much of their knowledge to go to waste.
These domain experts can ask more meaningful follow-up questions due
to their on-the-ground understanding of the situation that’s the subject of
the inquiry. Organizations are already paying for this knowledge — with
collaborative analytics, they’re able to maximize their investment.

More accurate answers to the “why” questions

Data teams’ expertise lies in the areas of data sourcing, processing, model-
ing, and analytics. They aren’t typically talking to the customers, working
with the product, or spending time observing the production line. For this
reason, they’re extremely adept at identifying trends and issues, but they
often don't know what questions to ask to find out why trends and issues
are happening. They are, of course, able to narrow down the “why” pos-
sibilities. But past a certain point, their analysis is guesswork. They need
input from those with domain expertise, who are seeing and hearing things
that aren’t showing up in the data.

At times, this input can save a company from making costly errors. For
example, an analyst may discover that sales have dropped in a particular
region of the country while all other regions remain strong. Without input
from the territory manager, the real cause will remain unknown. The com-
pany could waste millions of dollars rectifying a “problem” that doesn’t


https://www.inc.com/jeff-barrett/misusing-data-could-be-costing-your-business-heres-how.html
https://www.inc.com/jeff-barrett/misusing-data-could-be-costing-your-business-heres-how.html
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exist — only to discover that the drop was due to a different problem that
requires another outlay of cash in order to solve the issue.

Faster speed to insight

The faster you can collaborate and bring all knowledge and perspectives to
bear, the faster your speed to insight. Yes, a certain level of collaboration
can happen without the appropriate tools and processes. But often, compa-
nies that “win” are those who are able to move quickly — before compet-
itors. And in cases where insights are necessary to solve problems, speed
can mean significant cost savings.

Generate curiosity and encourage people to look for new insights

Another major benefit is that collaborative analytics encourages curios-
ity. When domain experts have the ability to participate and their input
is taken into account, they’re motivated to look for new insights on their
own. This tendency is of great value to an organization, as the company is
able to innovate and move in ways it wouldn’t be able to otherwise.

What to look for in collaborative analytics & BI software

Because many collaborative analytics tools are limited in their collabora-
tive functionality, you’ll want to do your research before committing to
one. Here’s what to look for in collaborative BI software to ensure you
experience the benefits that a community-driven approach has to offer.

Full set of collaboration tools

Look for team workspaces that allow users to collaborate on analysis as
individual teams and share data with other teams in the organization. Be
sure that business users can easily build on each other’s work and share
insights using connected tools that they already use in their everyday
workflows, such as Slack and email.

Robust permissions and security features

Be sure that business users won't be hindered from fully making use of
the tool in the name of security. Robust permissions and security features,
alongside a balanced data governance program, allow the people who
should have access to fully explore and use the tool.


https://www.sigmacomputing.com/blog/building-a-data-governance-framework-that-makes-data-accessible-and-minimizes-risk/
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Collaboration in exploration

Your collaborative analytics tool should be built with both technical and
business users in mind. Technical users should be able to easily perform all
their tasks in the tool. At the same time, business users should be able to
experience an intuitive interface based on popular non-technical tools like
Microsoft Office to explore data, create their own visualizations, contribute
their perspectives, and work as equals with the data team. Your tool should
allow anyone to do a deep-dive series of queries — a capability that Sigma
excels in.

Reusable datasets and analyses

An essential part of collaboration is the ability to build on the work of oth-
ers. Your collaborative analytics tool should allow you to reuse datasets and
analyses that other teams have already added and created.

Collaborative data modeling

Before business users can make use of data, it must be modeled. Ideally,
business users will collaborate with technical users on the modeling
process, and for this purpose, visual data modeling capability is a must.
Collaboration in a central location using a visual format that anyone can
understand ensures that business users aren’t modeling data on their desk-
tops using the Excel program installed on their hard drive, while at the
same time keeping data democratized.

How to build a collaborative analytics culture

While tools are important, theyre not enough. A 2019 survey by
NewVantage Partners revealed that 95% of executives said their difficulty
in becoming data-driven is a result of cultural challenges around data. You
can have all the best tools, from a modern cloud data warehouse to the best
collaborative analytics platform, and still fail to experience the benefits of
collaboration.

Beyond the tools, you need a collaborative analytics culture that encour-
ages users to view one another with respect, to value a variety of perspec-
tives, and to take advantage of their ability to uncover the “whys” behind
the trends. Here are the primary steps you’ll need to take to build a collab-
orative analytics culture.


https://www.sigmacomputing.com/product/data-modeling/
http://newvantage.com/wp-content/uploads/2018/12/Big-Data-Executive-Survey-2019-Findings-Updated-010219-1.pdf
https://www.sigmacomputing.com/blog/how-to-build-a-collaborative-analytics-culture/
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Emphasize the benefits of collaborative analytics

Showing your people just how collaborative analytics can benefit not only
the company at large but also each of their teams will go a long way in
generating buy-in. When team members understand the value of collabo-
ration, they’ll be motivated to contribute and to seek the contributions of
others.

Break down silos between departments

The default style of most organizations is for departments to operate inde-
pendently, in silos. This is such a norm that it has become the target of
jokes.

To build a collaborative analytics culture, you'll need to disrupt this pat-
tern. To do this, you'll need to communicate your vision for collabora-
tion, open up cross-departmental communications, hold cross-functional
trainings, and put other measures in place designed to build trust between
departments. 95% of executives said cultural challenges hindered their
ability to become data-driven.

Promote diversity of perspectives

One of the most important tasks involved in building a culture of collabo-
ration is to promote diversity. Help everyone to understand just why other
perspectives are so valuable. Point to the success of other organizations
using collaboration to reach their goals. Everyone in the organization should
receive a loud and clear message that each individual perspective is valued.

Encourage curiosity

»

Truly data-driven teams run on curiosity. They’re constantly asking the “wh
questions — and following up with additional “why” questions. Encourage
both your data team and your domain experts to get curious and explore
data to satisfy their curiosity and generate valuable insights in the process.

Build a balanced data governance program

Data democratization doesn’t have to look like the Wild West. A data gov-
ernance framework that simultaneously makes data accessible while min-
imizing risk will ensure that people don’t fear collaboration. The need for
data governance is nothing new, and best practices have remained fairly


https://dilbert.com/strip/2008-10-12
https://dilbert.com/strip/2008-10-12
https://www.sigmacomputing.com/blog/open-data-access-is-it-really-the-wild-west/
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consistent. Snowflake’s Chief Data Evangelist, Kent Graziano, aptly says,
“What might be surprising to many people is that data governance best
practices have existed for a couple of decades. The questions have already
been answered. We now need to force ourselves into the discipline of fol-
lowing those best practices.”

Democratize access to data

Finally, a collaborative analytics culture depends on democratized access
to data. As long as an organization restricts data access to the technical
elite, domain experts will not feel that their voice is valued in the data con-
versation. Yes, security measures must be put in place, and processes must
be followed. But business users should be able to easily use your data ana-
lytics tool — and in a broader capacity than simply making comments in a
chat function and viewing pre-designed dashboards.

Community-driven analytics is the future

Due to the invaluable benefits of collaborative analytics, many organizations
are in a race to become more community-driven. As the research shows,
the majority of those companies that are not yet taking advantage of col-
laborative analytics processes are planning to implement collaborative
analytics in the future. Only 11% of companies say they don’t plan to follow
the collaborative path.

To start seeing the benefits that community-driven analytics offers and
compete with organizations that are, you'll need to start building your col-
laborative capabilities and culture now.

Advantages

« Dataanalytics helps an organization make better decisions
Lot of times decisions within organizations are made more
on gut feel rather than facts and data. One of the reasons for
this could be lack of access to quality data that can help with
better decision making. Analytics can help with transform-
ing the data that is available into valuable information for
executives so that better decisions can be made. This can be
a source of competitive advantage if fewer poor decisions are
made since poor decisions can have a negative impact on a
number of areas including company growth and profitability.


https://www.sigmacomputing.com/blog/kent-graziano-on-the-evolution-of-the-data-warehouse-and-the-future-of-data-governance/
https://blog.ventanaresearch.com/use-collaboration-to-maximize-the-value-of-your-analytics
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o Increase the efficiency of the work
Analytics can help analyse large amounts of data quickly
and display it in a formulated manner to help achieve spe-
cific organizational goals. It encourages a culture of effi-
ciency and teamwork by allowing the managers to share the
insights from the analytics results to the employees. The gaps
and improvement areas within a company become evident
and actions can be taken to increase the overall efficiency of
the workplace thereby increasing productivity [1].

o The analytics keeps you updated of your customer
behavioural changes
In today’s world, customers have a lot of choices. If organiza-
tions are not tuned to customer desires and expectations, they
can soon find themselves in a downward spiral. Customers
tend to change their minds as they are continuously exposed
to new information in this era of digitization. With vast
amount of customer data, it is practically impossible for orga-
nizations to make senses of all the changes in customer per-
ception data without using the power of analytics. Analytics
gives you insights into how your target market thinks and if
there is any change. Hence, being aware of shift in customer
behaviour can provide a decisive advantage to companies so
that they can react faster to the market changes [2].

o Personalization of products and services
Gone are the days where a company could sell a standard set of
products and services to customers. Customers crave products
and services that can meet their individual needs. Analytics
can help companies keep track of what kind of service, prod-
uct, or content is preferred by the customer and then show the
recommendations based on their preferences. For example,
in social media, we usually see what we like to see, all of this
is made possible due to the data collection and analytics that
companies do. Data analytics can help provide targeted ser-
vices to customers based on their individual requirements [3].

« Improving quality of products and services
Data analytics can help with enhancing the user experience
by detecting and correcting errors or avoiding non-value-
added tasks. For example, self-learning systems can use data
to understand the way customers are interacting with the
tools and make appropriate changes to improve user expe-
rience. In addition, data analytics can help with automated
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data cleansing and improving the quality of data and consec-
utively benefiting both customers and organizations [4].

Disadvantages

Lack of alignment within teams

There is a lack of alignment between different teams or depart-
ments within an organization. Data analytics may be done by
a select set of team members and the analysis done may be
shared with a limited set of executives. However, the insights
generated by these teams are either of not much value or are
having limited impact on organizational metrics. This could
be due to a “silos” way of working with each team only using
their existing processes disconnected from other departments.
The analytics team should be focussed on answering the right
questions for the business and the results generated by data
analytics teams needs to be properly communicated to the
right employees to drive the right set of actions and behaviours
so that it can have an positive impact on the organization [5].
Lack of commitment and patience

Analytics solutions are not difficult to implement, however,
they are costly, and the ROI is not immediate. Especially, if
existing data is not available, it may take time to put pro-
cesses and procedures in place to start collecting the data. By
nature, the analytics models improve accuracy over time and
require dedication to implement the solution. Since the busi-
ness users do not see results immediately, they sometimes
lose interest which results in loss of trust and the models fail.
When an organization decides to implement data analytics
methods, there needs to be a feedback loop and mechanism
in place to understand what is working and what is not, and
corrective actions are required to fix things that are broken.
Without this closed loop system, senior management may
decide that analytics is not working or much valuable and
may abandon the entire exercise [6].

Low quality of data

One of the biggest limitations of data analytics is lack of access
to quality data. It is possible that companies already have
access to a lot of data, but the question is do they have the
right data that they need? A top down approach is required
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where the business questions that need to be answered need
to be known first and what data is required to answer these
questions can then be determined. In some cases, data may
have been collected for historical reasons may not be suitable
to answer the questions that we ask today. At other times, even
though we have the right metrics that we are collecting data
on, the quality of the data collection may be poor. There can
be instances where adequate data is not available or is miss-
ing for proper analytics to be done. As they say, garbage-in
garbage-out. If the data quality is poor, the decision made by
using this data is also going to be poor. Hence, actions must be
taken to fix the quality of the data before it can be effectively
used within organizations [7].

Privacy concerns

Sometimes, data collection might breach the privacy of the
customers as their information such as purchases, online trans-
actions, and subscriptions are available to companies whose
services they are using. Some companies might exchange those
datasets with other companies for mutual benefit. Certain data
collected can also be used against a person, country, or com-
munity. Organizations need to be cautious of what sort of data
they are collecting from customers and ensure the security and
confidentiality of the data. Only the data required for the anal-
ysis needs to be captured and if there is sensitive data, it needs
to be anonymized so that sensitive data is protected. Data
breaches can cause customers to lose trust in the organizations
which may result in a negative impact on the organization [8].
Complexity & Bias

Some of the analytics tools developed by companies are
more like a black box model [9]. What is inside the black box
is not clear or the logic the system uses to learn from data
and create a model is not readily evident [10]. For example,
a neural network model that learns from various scenarios
to decide who should be given a loan and who should be
rejected. The usage of these tools may be easy but the logic
of how decisions are made is not clear to anyone within the
company [11]. If companies are not careful and a poor qual-
ity data set is used to train the model, there may be hidden
biases in the decisions made by these systems which may not
be readily evident and organizations may be breaking the
law by discriminating against race, gender, sex, age etc. [12].
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9.2 Basic Charts
Setting up to use Plotly within Jupyter

| pip install Plecly

Reguiiiene alicsdy SariSLitd (UST ~—UPYious LU SpgIeus)s PIucly A0 GIPESUYSen £1les\dnavunusziliSiue-peckay
es

BRequirement already satisfied (use -—-upgrade to upgrade): reguests in c:\progrem files\anaconda2\lib\site-pack
Gyss (Lalm Ciuviy)

Requirement already sstisfied (use —upgrade to upgrade): pytz in c:lpr files daz\1ib\si kages
(Erom Plotly)
= L alieady satisicu (use ——Upyiaue LU U icpe sim im ce fiiesta taghzaisivem

ifrom Plotly)

Vo mrm uwing pip vessicn 8.1.3, howeves vessicn 9.0.1 e eveslebleo

You should comsider upgrading via the 'python -m pip install —upgrade pip' command.

! pip install cufflinks

Reguiremens already satisfied (use ——upgrade So upgrade)s cufflinks in or\program files\anacondaZ\lib\site-pao

kages

Requirement already satisfizd (uss —-upgrads to upgrads): plotly>=1.7.6 in ci\program files\znacondaz\lib\site

pockoges (frem sufflinka)

Requirement alresdy sacisfied (use ——upgrade to upgrade): colorlever>=0.2 in o:\program files\anaconda2\lib\si

te-packages (from cufflinks)

Regquizement alrzeady satisfied (use --upgzade to upgrade): pandas in c: 2iles\ AREIALE

e3 (from cufflinks)

Requirement already satisfied (use --upgrade to upgrade): reguests in c:\program files\anacondaZ\lib\site-pack

eges (from plotlyr—

Requirement already satisfied

(fxrom plotly>=1.7.6->cufflinks)

Requiremenc alresdy sacisfied (use —-upgrade ©o upgrade): six in

(fxem plotly>=1.7.6->cufflinks)

Reguirementc already satisfied (use —-upgrade to Upgrade); python-dacentil in ci\program files\anacondaz\lib\si
(Trom pan T1inks)

Reguirement already satisfied (use --upgrade to upgrade)! numpy>=1.7.0 in c:\program filea\anaconda2\lib\site-

packages (from pendas->cuiflinks)

porade to ur ¢ pytz in & files EEVARETIEHE i

f£iles \1ib\sy

¥ou are using pip veraidn H.1.Z, ROWeVEr version Y.0.1 1s available.
You should consider upgrading via the 'pycthon -m pip install --upgrade pip' command,

In [3]:  import numpy as np
impurl pamdas as pd

import cufflinks as cf

import plotly.plotly as py
import plotly.tools as tls
import plotly.graph cobjs as go

In [ ]:|tl3.set_credentials file(username='bigdatagal', api key='b4TEVwSkwDzEJOHT9g5X')

Creating line charts
A very basic line chart

In [6]: a = nmp.linspace(start=0, sStop=36, num—=36)

np.random. seed (25)
b = np.random.uniform({low=0.0, high

size=36)
trace = go.Scatter(x=a, y=b)
data = [trace]

pP¥.iplot (data, L[ilename="basic-line-chart')
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A line chart with more than one variable plotted

I [6]: % = [1,2,3,435,§8,7,8,9]
Y= 13,4,%4%0,5%5%,4,1]
z = 118,9,8,7,6,5:4,3,3.1]

traced = go.5cacter (X=X, y=Y, name—=
tracel = go.3catter(x=x, v=2, name=

line = dict(width=3))
', line = dict (wideh=10;))

data = [traced, tracel]

layout = dict(title="Double Line Chart', xadis— dict(title="x-axia'), yaxis= dict(title="y-axis'))
print Iagone

{'yexis': {'title'; "y-axis'}l, ‘xaxis’': {'vitle’: 'x-sxis'}, "title'; 'Double Line Chart'}

In [7]s: fig - dict(date—data, layout—layout)
primé fig

{* ey
ik Rl
*neme': 'List Object'}l, {'v':
th's 12], 'sype't 'zcasser!,

1 {'yaxig': {'title": "y-axis'}, 'mawis': {'title': 'y-axis'}, "title': "Double Line Chart'], 'data':
28 4y 0p % B¢ 25 1)y '®" [1,3; 8, 1 5 & 7, 8, 9], "linc': ['widch': El, 'eype's 'ooatmer!,
[10, 9,8, 7, 6, 5,4, 3,2, 1), 'x': [1, 2,3, 4 5, 6 7, 8,9], "Nine's {'wid

'name's 'Liot Objces 2'1]]

In [2]): py.iplot(fig, filename='styled-line-chart')

Double Line Chart

10 e List Object
s List Object 2
8
o 6
<
°
>
4
+
2 List Object 2
4] List Object
0.

2 4 6 8 g
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A line chart from a pandas dataframe

In [9]: address = 'C;/Users/Lillian Pieraon/Desktep/Exercise Files/Ch09/09 (1/mccars.cav!
cars = pd.read cav(address)
cats.colmms = ['car_pames','mpa','cvl'.'diso', 'ho'. 'drat!, 'wt'. 'asec'. 'va', 'am'. 'gear', 'cazb'l

1ayout = gict(Gicle = 'Chert From Pandas Dataframe’, Xaxis= GICT(CAGle='X-K13'), Yaxis= QiCT(Title='y-axis'))

df.iplot (filename='cf-simple-line-chart', layout=layout)
Chart From Pandas DataFrame

35 i cyl
30 PN A mPg
25

20 - '

y-axis

10

Creating bar charts

In [17): data = [go.Bar(x=[1,2,3,4,5,6,7,8,9%,10],v=1%,2,9,4,0.5,4,3,2,1]}]
print data

Bite's 1, 2, 3; 4; 0.5, 4; 3; 2, 1) =" §1; 2, 8; 4. §; & 7, 8, 9, 10]; "cype': 'bar'}]

In [18]: layout = dict(title='"Simple Bar Chart',
xaxis = dict(title="x-axis'},
yaxis = dict(title="y-axis'})
pv.iplot (data, filename='basic-bar-chart', layout=layout)

y-axis

X-axis
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w0

In [13]: colar thems = dact(colar='rgbaile 24,230,1) ", "ropaiase, 22z, 1%,

‘rgha{183,123,107,1)", "rgba{i3d, 143,145, 1), "roha (221,160,228, 11))

prizt color cheme
( )

{'colar's |"rgbail63,168,169,1)", 'roba(255,160,122,1)", 'rgba(176,224,230,1)", 'rgba(255,228,136,1)', 'reball
8,183,107,1)", 'squa(i86,143,343,1)", ‘rgbaldal, i6,22L,0)"]}

In [21]: traceo = go.Bar(x=[i,2,3,4,5,6,71, v=[1,2,3,49,0.5,3,1), marker=color theme)
data = [tracel]
layout = go.Layout (title="Custom Colors')
fig = go.Figure(data=data, layout=layout)

pv.iplot (fig, filename='color-bar-chart')

Creating pie charts

In [22]: fig = {'data':[{'labels': ['bicycle', 'motorbike','car','van', 'stroller'],
“wvalues': [1, 2, 3, 4, 0.5],'type's "pie'}l,;
*layout': {'title': 'Simple Pie Chart'}}
py.iplot (fig)

Simple Pie Chart

van
car
motorbike
bicycle
stroller
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9.3 Statistical Charts

Setting up to use Plotly within Jupyter

In [3]: import numpy as np
import pandas as pd

import cufflinks as cf

import plotly.plotly as pv

import plotly.tools as tls

import plotly.graph objs as go

import sklearn

from sklearn.preprocessing import StandardScaler

In [4): |tls.sec _credentials file(username='bigdatagal', api_key='hvginfgvwe')

Creating histograms

Make a histogram from a pandas Series object

In [1]! address = 'C!/Users/Lillian Pierson/Desktop/Exercise Files/Ch09/09 02/mtcars,csy’
cars = pd.read cav(address)
carg.columng = ['car names' 'mpg’,'cyl','disp’, 'np!, 'drat!, 'wt', 'gsec!, 'vs', 'am', 'geax', 'carb']

IpG = CAIs.mpg

upg. iplot (kind="nistogran', filename='sinple-histogram-chart')

12

10

010 15 20 25 30 35

In [7]: cars_date = cars.ix[:,(1,3,%)].values
cars data std — StandardScaler().fit transform(cars data)

cars_select = pd.DataFrame (cars_data_std)
cars_select.columns = ['mpg', 'disp', 'hp']

cars select.iplot(kind="histogram', filename='multiple-histogram-chart')



WEB-BASED DATA VISUALIZATIONS WITH PLoTLY 213

o mpg
W disp
® hp

In [E]: cars select.iplot{kind='histogram', subplots=True, filename='subplot-histagrams')

[ mpg
B disp
W hp

In [9): cazs gelect.iplot (kind='hiztogram!, gubploto=True, shape=(3,1), filename='oubplot histograma')
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In [10]: caras select.iplot (kind='histogran', subplots=True, shape=(1, 3), filensme-'subplot-histograma')
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Creating box plots

[ mpg
W disp
m hp

In [2]: cars select.iplot (kind="box',K filename='box-plots'})
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Creating scatter plots

In [13]: | fig = {'data':[{'x':cars select.npg, 'y':cars select.disp, 'mode':'markers' 'name':'mpg'}l,
{'x':cars select.hp, 'v'icara select.disp, 'mode’:'markers', 'name’:'hp'}]
. 'layout':{'xaxis':{'title':'"), 'vaxis':{'title';'Standardized Displacement'}}}
py.iploc(fig, filename='grcuped-scatter-plot')

2 . . = Mpg
- . - ; « hp
1.5
= . .
[}
g 1 L] . . : " : +
o
< . 0
a 05 . F ¥
a . e -
ko] . .
g 0 —
]
g -0.5 I T
:,_; - - - - -
R I.l L - n .
» mpg
i " .ﬂ'-ﬂi
-1.5
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9.4 Plotly Maps

Setting up to use Plotly within Jupyter

imporl nuepy as up
import pandas as pd

import plotly.plotly as py
import plotly.tools as tls

In [10]:|tls.set credentials file(username='cigdatagal', apl key='nvgintgvwe')

Generating Choropleth maps

states = pd.read csv(address)
states.columng = ['code’','region','pop','satv', 'satm', ’'percent', 'dollars', 'pay'l

states.neaa()

: address = 'C:/Users/Lillian Pierson/Desktop/Exercise Files/Ch03/03 03/States.csv’

" code region pop satv satm percent dollars pay
0 AL ESC 4041 470 G14 8 3848 27
1 &K PAC 550 438 478 2 7887 &
2 AZ WMTN 3665 445 497 25 421 N
3 AR WSC 231 470 51 § 334 =B
L BAL 29760 419 484 4 4¥N 3y
in (18] ¢atF) + 'SATm ‘satates['ssts'].astypa(str) '<Be>'s)
choropieth', autocclerasale=Palse, lecations = astates['eade’], z= states['dellazs'], lccatiom
>
feacyis 9
dollars'},
2
E £7A
m v
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; ‘showleies = True, lakecolor = '

+ "rgb(66,165,245)",
'albers usa'},

: 'State Spending on Poblic Fdzeation, in Sk/stodent!)

In [20]: fig = dict (data=data, layout=layout)

pyv.iplot(fig, filename—'d3-choropleth-map')

State Spending on Public Education, in $k/student

thousand dollars
9

5,009

< SATv 492SATm 548
Skate KS 6

Segment 3 - Plotly maps

Setting up to use Plotly within Jupyter

In [2]: import numpy as np
import pandas as pd

import plotly.plotly as py
import plotly.tools as tls

In [10]: tls.set_credentials file(username='bigdatagal', api_key="hvginfgvwe')
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Generating Choropleth maps

In ([11]: address = 'C:/Users/Lillian Pierson/Desktop/Exercise Files/Ch09/09 03/5tates.csv’
states — pd.rasd cev(addrass)
states.columns = ['code','region’','pop','satv', "satm', 'percent', ‘'dollars';, ‘'pay']

states.head()

Gutliilf tode region pop satv satm percent dollars pay
0 AL ESC 4041 470 514 8 3848 7
1 AK PAC 550 438 476 2 737 4
2 AZ MTN 3865 445 497 25 4231 30
3 AR W3C 2061 470 5H 6 20 2
4 CA PAC 29760 419 484 45 48% 39

srates['text’] = 'S
*Stace "satates]'c

v "s3cares{‘sscy'].astypeisctz) + 'SATx "sstates['sacm'].astypefstr) #'<br>t#\

dara =
data
< >

', musceolorscalesisiss, locations = starss['cods'], = stazes|

varalals Tal
{"title!

1z flhavrnen

‘enlad
"eclorscale
* £OCATIOTmOn!

housand dollazs'},
-coloracals’,
usa-sTaTEs”,

!
:
i

HEMRRAQAN MK

1A

..
v
CIE

s Sperdine gn

ic Edacavien, iz Si/atadent’

layost = dict{ticle="3z

g = {scope='Gse’, projectisuedic 2'), Showiakes = Irus, lakecolor = 'Igb(66,
layooz
< )
! [*geo’s {'lakecolor': "rgb(6E,165,245)",
‘projection’: e's "albers usa'],
‘scope': 'usa!,

!showlakes': True},
‘tizle':s 'Stace Spending on Public Educaticm, im $k/scudenc')
In [20]: fig = dict (data=data, layout=layout)

pv.iploc (fig, filename='d3-choropleth-map')

Generating point maps

In [21]: oddress = “C:/Usara/Lillian Plerson/Desktop/Exercise Files/Ch89/09 03/ snow_inventory.csv’
wnow = pd.read_cov(address)
show.columns = [‘sta 8d°, ‘lav’, “leag’, ‘elev’, ‘code’)

snow_sample = snow.sasple(nel®), random_states2S, axised)
snow_tanple . head
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{sen_id lat long ehey I“‘.

4479 | USCO0406202 |36 4730 (.81 8033|736 1 | TN
. 4

!.TIE‘JSCM.‘I.\?.’% 280850 .90 5231|137 2[mo
| |
+

29002|USC00252820 |40 0739 | 9T 1666 JHS—FNE

|
lﬂllw.fscoono;n 46 4283 |67 8442 1180;[\15

lllll\,!RCﬁl‘.l?EHTH 472386 68 6136185 0 |ME
l

In[ | data s [dlct(types'scattergeo’, lotationnodes USA-states’, lone snow_sample]'long'), lat « snow_sasple]'lnt'),
marker » dict(sizesld, autocolorscalesfalin, colorscales’custon-colorscale’, color » soou_sampla['slev'],
colorbarsdictititle = ‘Elevation (n)')))]

layout « dletedtlesNORY Meather Snanfall Statfon Elevationt’, colorbare Trus
00 * dlct(scopee'usa’, profectlons dict{types'albers usa’), showlandsTrue, landcolors “ngb(259,250,250)°,
subunitcolor « “rghl117,217,117)%, counteycolor & “rghl217,117,217)", counteyidth « 0.5, subunituidth «

Fig o dletdatsedata, lagoutslsysut)

py-dplot Slg, valldave=talsn, Fllensme"d] elavation

' Elevation (m)
gy %
: ‘.o . o™ ®e o® 3000
LY $ o 0 :\. r [} .Q. o 2500
., ; ‘\\O o.‘ o B 2000
LY | *°® © 00,0 8 '
o * s ) ’ 5 6 e 1500
“ L/ . e ‘. ...
¢ e e L 2 1000
@
° ° .:!OO ‘ . 500
" °
°
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10
Web Scraping with Beautiful Soup

Web scraping is an automatic method to obtain large amounts of data
from websites. Most of this data is unstructured data in an HTML for-
mat which is then converted into structured data in a spreadsheet or a
database so that it can be used in various applications [1]. There are many
different ways to perform web scraping to obtain data from websites. these
include using online services, particular APT’s or even creating your code
for web scraping from scratch. Many large websites, like Google, Twitter,
Facebook, StackOverflow, etc. have APT’s that allow you to access their data
in a structured format [2]. This is the best option, but there are other sites
that don’t allow users to access large amounts of data in a structured form
or they are simply not that technologically advanced. In that situation, it’s
best to use Web Scraping to scrape the website for data [3].

Web scraping requires two parts, namely the crawler and the scraper.
The crawler is an artificial intelligence algorithm that browses the web to
search for the particular data required by following the links across the
internet [4]. The scraper, on the other hand, is a specific tool created to
extract data from the website. The design of the scraper can vary greatly
according to the complexity and scope of the project so that it can quickly
and accurately extract the data [5].

How Web Scrapers Work?

Web Scrapers can extract all the data on particular sites or the specific data
that a user wants. Ideally, it’s best if you specify the data you want so that
the web scraper only extracts that data quickly [6]. For example, you might
want to scrape an Amazon page for the types of juicers available, but you
might only want the data about the models of different juicers and not the
customer reviews [7].

So, when a web scraper needs to scrape a site, first the URLs are pro-
vided. Then it loads all the HTML code for those sites and a more advanced

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (221-256) © 2022 Scrivener
Publishing LLC
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scraper might even extract all the CSS and Javascript elements as well. Then
the scraper obtains the required data from this HTML code and outputs
this data in the format specified by the user. Mostly, this is in the form of
an Excel spreadsheet or a CSV file, but the data can also be saved in other
formats, such as a JSON file.

Different Types of Web Scrapers

Web Scrapers can be divided on the basis of many different criteria, includ-
ing Self-built or Pre-built Web Scrapers, Browser extension or Software
Web Scrapers, and Cloud or Local Web Scrapers.

You can have Self-built Web Scrapers but that requires advanced
knowledge of programming. And if you want more features in your Web
Scraper, then you need even more knowledge. On the other hand, pre-
built Web Scrapers are previously created scrapers that you can down-
load and run easily. These also have more advanced options that you can
customize [8].

Browser extensions Web Scrapers are extensions that can be added
to your browser. These are easy to run as they are integrated with your
browser, but at the same time, they are also limited because of this. Any
advanced features that are outside the scope of your browser are impossible
to run on Browser extension Web Scrapers. But Software Web Scrapers
don’t have these limitations as they can be downloaded and installed on
your computer. These are more complex than Browser web scrapers, but
they also have advanced features that are not limited by the scope of your
browser [9].

Cloud Web Scrapers run on the cloud, which is an off-site server mostly
provided by the company that you buy the scraper from. These allow
your computer to focus on other tasks as the computer resources are not
required to scrape data from websites. Local Web Scrapers, on the other
hand, run on your computer using local resources. So, if the Web scrapers
require more CPU or RAM, then your computer will become slow and not
be able to perform other tasks [10].

Applications of Web Scraping

Web Scraping has multiple applications across various industries. Let’s
check out some of these now!
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1. Price Monitoring
Web Scraping can be used by companies to scrap the prod-
uct data for their products and competing products as well
to see how it impacts their pricing strategies. Companies can
use this data to fix the optimal pricing for their products so
that they can obtain maximum revenue.

2. Market Research
Web scraping can be used for market research by companies.
High-quality web scraped data obtained in large volumes
can be very helpful for companies in analyzing consumer
trends and understanding which direction the company
should move in the future.

3. News Monitoring
Web scraping news sites can provide detailed reports on the
current news to a company. This is even more essential for
companies that are frequently in the news or that depend on
daily news for their day to day functioning. After all, news
reports can make or break a company in a single day!

4. Sentiment Analysis
If companies want to understand the general sentiment
for their products among their consumers, then Sentiment
Analysis is a must. Companies can use web scraping to col-
lect data from social media websites such as Facebook and
Twitter as to what the general sentiment about their prod-
ucts is. This will help them in creating products that people
desire and moving ahead of their competition [11].

5. Email Marketing
Companies can also use Web scraping for email marketing.
They can collect Email ID’s from various sites using web
scraping and then send bulk promotional and marketing
Emails to all the people owning these Email ID’s.

Advantages of Web Scraping

The most prominent advantages of web scraping services have been elabo-
rated in the points below:

1. Low Costs
2. Easy Implementation
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3. Accelerated Processes With Low Maintenance
4. Accurate Results

Disadvantages of Web Scraping

The major disadvantages of web scraping services have been elaborated in
the following points:

Difficult To Analyze Scraping Processes

The Analysis Is Important Before Extracting Data
The Time Factor

Data Protection And Speed Issues

Ll o

Working with objects

In [i]: ! pip install BeautifulSoup

Requivement already satiafied (use -—-upgrade to upgrade)! BeautifulSoup in c¢:\program filss\anaconda2\lib\site
-packages

You are using pip veraion 8.1.2, however wersion 9.0,.1 i3 available,
You should consider upgrading via the ’python -m pip install --vpgrade pip' command.

In [2]): from ba4 import BeautifulSoup

10.1 The BeautifulSoup Object

<p class='desc
i

L ]
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In [5]:: scup = Beautifu].saup(hnﬂ_doc, "html .parsex?)

print (soup)

<hunlxheadi<titlerBest Books</titler</heady
<tudyr
<p class="tizle®><p>DATA SCIENCE FOR DRMMIES</b></p>
<p Class="description">Jobs in data science sbound, but few pecple have the data scisnce skills nesded to £il1
these increasingly important roles in organizations, Data Science For Dummies is the pe
<Bry<bry
Editien 1 of this book:
<br>
<ul>
<L1dProvides & background in data acicnce fundomentals before moving on to working with rclacional databases a
nd unstruccured daca and preparing your data for analysisc/liy
<liDecails different data visualization techniques that can be used to showcase and summarize your data</li>
<ii>Explains both superwized and unsupervised machine learning, including regression, model validation, and cl
ustering technigues</li>
<liIncludes coverage of big data ng toels like Hadoop, Stomm, ‘and Spark</li>
<fuly
<bry<bry
Whar to do neyr:
<bxy
<2 class="previey™ bref="htrp://www.daca-mania.com/blog/booka-hy-Iillian-pierson/™ id="link 1"5Ses a preview o
f tke book</a¥,
<a class="preview" href="http://www.data-mania.com/blog/data-science-for-dummies-answers-what-is-data-acience
/® ig="1ink 2">gev the free pdf download,</a»> and then
<2 clags="preview™ hyef-"http://bic.ly/Data-Science For-Dummiea™ £4-"1ink 3">buy the book!</a>
<fersefbese/hrscfbese /e e /by ¢/py
<p class="description"»...</p>
</bodv></htel>

: print soup.prevuify()[0:351]

<hLuly
<head?

CLitler

De=ac Socks

</uicler
<{fhead>
<body>

<p class="title"™>

<>

DATA SCIENCE FCR DMMMIES

<o

<lox

<p class="description">

Jobs in data science abound, but few people heve the data science skills needed o fill chese increasingly
important reles in organizations. Data Seiemce For Dummies is the pe

<br>

Tag objects

Working with names

o

o

+ mnnp = ReansifulSaupl!sh hody=tdsanriptian®MsOradnes Deseviptinne/bs!, Themi®y

tag=soup.b

Lype(cag)

c:\ Files), 2\1ib\ it \bs4\ init .py:181: UserWarnming: No parser was explicitly specif
ied, so I'm using the best available HIML parser Ior this syscem ("1xml"). This usually isn'c a problem, but i
£ you sun this cods on amcther aystem, or in a di SEREIT : R R S R S

d behave differently.

The cede that caused this warning is on line 174 of the file C:\Program Files\Anaconda2\lib\runpy.py. Tc get ¢
id of this wazning; change code shat lseks like thia:

BeautifulSoup([your markup])
to thia:
BeautifulSoup({your markup}, “lxml®)

markup_type-markup_type)}

i bad.element.Tag
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In [9]: print tag

<b body="description">»Product Description</b>

in |1vU]: |tag.name

Cutf10): °*bB*

In [11]: tag.name = 'bestbooks'
Lay
Out [11]: <beotbouks body—"deoscription™rPruoduct Drocription</bestbuokas

In [12]: tag.nam=

Cut[iZ2]: ‘'bestbooks’

In [13]: |tag['body']

Out[13]: 'description’

n [14]: |tag.attrs

ut[14]: {'body': °*description'}

[15): |vag['ia*] — 3
tag.attrs

Cut[15]: {'body': 'description', 'id': 3}

In [16]: |tag

ut[16] : <bestbooks body="description™ id="3">Product Description</bestbooks>

In [17]: del tagl'bedy']

del tag['id']
tag

[17]* <bcotboolko»Produot Doooription</bootbooliox

n [18]: tag.attrs

at[18]: §}
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Using tags to navigate a tree

i ‘heml doc = ***
Gealy icady csizlsrBess 3cckac/visled ¢ Read

<body>

fp mlamamtrislalssaanl

it fazz 3cience abomnd, bt

Gnd 1N 08T SCIERC 21 TQ WoIXIIg Witk Tels
data vizg showcese and
arvized azd snsuspezvised 2 o SneXiting :

cp, Storm, and Sparkc/1i>

/' glasg = '‘previey’ 1d=

=¥BaT-13-(aTa=~

S T e e O T )

soup = BeastifulScunibeed doc. 'Reml.e
< >

In [20]: soup.head

Cut[20]: <head><title>Best Books</title></head>

soup.title

<title>Best Books</title>

In [22]: socup.bodv.b

Cut[22]: <b>DATA SCIENCE FOR DUMMIES</b>

In 1231: soun.bodv

: <body>\n<p class="title"><b>DATA SCIEMCE FOR DIMMIESC/b></p>\nép class="description"»Jcbs in date science abou
nd, but few people have the daca science skills peeded to £ill these increasingly importent roles ia orgenizatv
ions. Data Science For Dummies is the pe\n<bri<br>\nFdition 1 of this book:\n <bry\ncul>\n<li>Provides

a background in data scisnce fundamenralas before moving on no working wirth relational darahaaes and unstrucrur
ed data and preparing your data for amalysis</lix\n<lidlecails different data visuallzation techniques that ca
n be used to showcese and sumsarize your datae</1ir\n<li>Explains both supervised and unsupervised machine lear
ning, including reqressicn, model validation, and clustering techniques</lid\n<li>Includes coverage of big dat
& processing tools liks MapRednes, Hadoop, Stomm, and Spark</1id\n</uld\n<bry<brd\nihat to do next:\ndbrd\nca

clasy—"previcw” hzcf—"htip://www.dave-mania.com/blog/becks-by-lillian-piczsons” id-"link 1"rJcc o pacvicw of ©
he book</2>,\n<z class="preview" nref="nttp://www.datz-maniz,com/blog/data-scisnce-for-gunmies-answsrs-what-1s
-data-gcience/™ id="1ink 2">get the free pdf download,</a> and then\n<a class="preview" href="htep://bit.1v/Da
ta-Science-For-Dummies® id="link 3">buy the book!</a»\n</br></br></bra</br</bra</br></p>\n<p class="descripti
an®y.. L/p\nc/bady>

Iz [22]: 'scop.ul

417 <aly\ncli>Provides a background in dacs science fundamenzals bef EOTANg O2 T0 working with relationzl datab
ases and gnstructured ¢ata and preparing vour data for anaiysis</li>\nciirDetalls differsnr data visualizaticn
cackniques thet can be sed to showoase and summarize your data</lid\nciisExplains both supervised and mmsuper
vised machine learning, includizg regression, model validasiom, and clussering techeigues</li>\n<ii>Includes ¢
uveraye of big daeia grooessing iools like MapReduce, Badvop, Jtomm, aud Sperk</lirux/uly

In [25]: soup.a

Cut[25]: <a class="preview" href="http://www.data-mania.com/blog/bocks-by-1illian-pierson/® id="link 1">See & preview o
£ the book</e>
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DATA SCIENCE FOR DUMMIES

Jobs T G2 SCRT0T abowd, Tl W peopic BT B @ D these DOTSREL Sp t Drau Sococe Ty | Buepe

Edsioe | of the bock:

o Provades 2 backeround i dafa science fandamentals befire movieg ou o wotking with it d data and preparsg vour dafa for ansivas
. mmmmmumummmadmwm
awmmqwmu:wmmumwmuswmmmumdmuuuummmmw
el 2 toees ke NI Haoooy, SaTn. 20 SpEk

What to donet
See 3 preview of he book pet the e péf downioad, and then b fhe bok!

10.2 Exploring NavigableString Objects

In [13]:  from bs4 import BeautifulSoup

The BeautifulSoup object

in |1%): Spup = HeauclIuiSoup(’'<b DOAY="O0esCcCriptilon">Froauct aescription</bp>')

NavigableString objects

In [15]: |tag= soup.b
type (tag)

Cut[l3]: bs4.element.Tag

In [16]: |cag.name

Cut[l6]: 'b?

In [17]: |tag.String

Cut[17]: u'Product description'

In [19]:  typc(tag.otring)

[12]: bsd.element.Navigable5tring
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In [20]: |nav_string = tag.=string
nav_string

Cut[20]: u'Product description'

In [21]: pnav_string.replace with('Null'}

tag.string

u'Null*

cut[21]

Working with NavigableString objects

In fZ2]i ol doc = "
heeds chsaddesisicsfcst Bookac/sinlics ¢/hoady
>
<p class="ticla'><b>DATE SCIENCE FOR DROGESC/b/p>

Iz [23]:

ahr>

dacabases 2
gavac/iiy
n, amd ck

OCES=Ty et L class = “previes’ 10"'link 1l°r3ce & pITView O
ta-sciénce-for-dommiss-snsvers-what-is-data-science/' class = ‘preview

f4="Tsink 3" ke honk'</ay

<p class="descriptien'>...Jp

soup - Ssazrifolfasp (b=l des, 'heml.parsss’)
< >

for string im soup.stripped strings: peint (fepristring))

u'Sess Books'

u'DATA SCIENCE FOR DOMMEFS'

science sbound, bat few pecple Rave che data =cience skills mesded o £ill thesa increasingly 1
in groanizaticns, Data Scisnce For Dummiss is the pe'

u'Edicien 1 of this beok:'

u'Provides & backqround in data sciemce fondamentals before movang on to werking with relacicnal dacabases and
unatructured data and prepasing your data for amalysis?

u'Decails differenv dava viszalizavicn vechnigues that can be used to showcaas and sumsarize your data’
w'Explains both supervised and mmsgpervised machine learnming, including regressicn, model validatiom, and clus
tering techniques’

u'Includes coversge of big data processing tocls like MapReduce, Eadoop, Stoxm, and Spark'

u'Wbas To do nexsit

w'5ee a previev of the book'

e

L
w'ges the fice pdf download,'
u'and then'

the book!’
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In [22]: title_tag = soup.title
title tag

Q
[#
ot
[N]
b
e

<title>Best Books</title>
In [23]: title_tag.parent
Cut[25]: <head><title>Best Books</title></head>

In [26]: |title tag.string

Out[28]: u'Best Books'

In [27]: |title tag.string.parent

Cut[27]: <title>Best Books</title>

DATA SCIENCE FOR DUMMIES
Jobs in data sciemce sbound, bt few people bave e data science shlls needed o fill these morcasingly imporiant roles @ erganuzations. Data Science For Dummmes is the pe

Editicn 1 of this bock-
Provides 2 background m d fond: s before mevng oa to working with relational databases and mastroctured data and preporing vour data for anafvsis
Details different data visualization techeiques that can be nsad to sh =d vour data

« [nrindes covenage of big data processing tools like MapReduce, Hadoop, Storm, 2ad Spark

Whattodo sext:
Sze a preview of the beok get the free pdf download, and then buy the book!

10.3 Data Parsing

In [1]: import pandas as pd
from b=24 import BeautifulSoup

import re
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In [2):|x="""
<remlnshaadisriclanlass Backas/es
<body>
<p Cclass="title’><D>DAIA SC

axs/hands

R DUMMIES</E></p>

1s necded to £ill tl

4¢ closs-'descripsion’>Jsbo in date scizace sbound, bus fow people hove the dase ssiznos ok
<bri<bes
Edition 1 of this hook:
<br>
<uls
<1i>Frovides a backgroi
<1livheraila different data vis
23 both supervised and un

icth rel 1 databases ai
mmmarize v Aarac/1is
validation, and elt

nd in data science fundementals before moviag on to working
1ization technimes that ran he used rn shnwrase an
ed machine learning, Including regressicn, mo

=3 coverage of big daca processing tools like MapR Hadoop, Storm, and Sparke/1i>
</ul>
<bry<bry
What o do nexc:
<brx

og/bocks-by-1illian-pierson/' class = 'preview’ id='link 1'>See a preview o
0g/date-science-Tor- class = 'preview
~Dummiss' class = ‘preview' id='

<a hrefr='htep://www.dace-rania, com/bly
Tpi //wwW . data-rania, con/
ntop: //bic.1y/Data-Scienc

<p class="description'>...</pr

< b

In [3]: soup = BeautifulSoup(r, 'lxml’')
type (soup)

bs4.BeautifulSoup

Parsing your data

In [4]: print soup.prectify()} [0:100]

<html>
<head>
<title>
Best Books
</eitle>
</head>
<kody>
<p class="title">
<b>
DR

Getting data from a parse tree

I [5)¢ text only = 3oup.get_text()
priat{voss_only)

Best Books

DATA SCIENCE FOR DUMMIES

Fobs in data scicncs sbound, but fow poople have the data ocicmes okills noeded to £i11 theose incroasingly imp
ortant roles in orqanizations. Data Science For Dummies is the pe

Edition 1 of this book:

Provides a background in daca science fundamentals before moving on to working wich relational databases and u
nstructursd data and preparing your data for anelysis

Detzils differsnc daca visualization cechniques that can be used to showcase and summarize your daca

Explaing both supervised and unsupervised machine learning, including regression, Eodel validation, and cluste
akuy cenlnlyusa

Includes coverage of big data processing tools like MapRedoce, Hadoop, Storm, and Spark

What to do next:

Ses a preview of the book,
ger rha free pdf dounlnad. and then
buy the book!
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Searching and retrieving data from a parse tree
Retrieving tags by filtering with name arguments

In [6]: soup.find all("1i"

"

]+ [€1ivProvides a background in data science fundamentals befare moving on to working with relational databases
and unatructored data and preparing vour daca for analysis¢/liy,

¢lixDetails different data visualization techniques chat can be used to showcase and summarize your data¢/li
b

<li>Explains both supervised and unsupervised machine learning, including regression, medel validation, and ¢
lustering techniques¢/1iy,

{li>Includes coverage of big data processing tools like MapReduce, Hadoop, Storm, and Spark¢/1i>

Retrieving tags by filtering with keyword arguments

In [8]: scup.find all(id="link 37)

It [¢a class~"preview® href="heep:i//bit.ly/Data Scicnee For Dummisa™ id="link 3"sbuy the boak!¢/av]

Retrieving tags by filtering with string arguments

[11}: soup.find all('ul')

in data science fundamentals before moving on to working with relational data

1+ [€ul»\n<li>Provides a backgroun
bases and unscructured dava and preparing your dave for analysis</liX\n<lirDessils dilferent data viswelizatio
o techniques that can be used to showcase and summarize your data</li»\n<lidExplaing both supervised and unsup
eIvised machine learming, including regression, medel velidation, end clustering techniques</lir\u<lirIncludes
coverage of big data processing tools like MapReduce, Hadoop, Stomm, and Spark</lid\n</ul}]

Retrieving tags by filtering with list objects

In [12): soup.find all(f'ul’, 'B'])

Cut[12]: [<b>DATA SCIENCE FOR DRMMIES</b,
<ul>\n<li>Provides a background in data science fundamentals before moving on to working with relational data
bases and unstructured data and preparing your data for analysis</lid\n¢lidDetails different date visualizatic
n techniques that cen be used to showcase and summarize your data</lix\n¢liExplains both supervised and unsup
ervised machine learning, including regression, model validation, and clustering techniques</lix\n<li>Includes
coverage cf big date processing tools like MapReduce, Hadoop, Storm, and Spark</li>\n</ul>]

Retrieving tags by filtering with regular expressions

In [131: |1 = re.compile('l')
for tag in soup.find all(l): print(tag.name)

html
title
ul

11

13
1i
11
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Retrieving tags by filtering with a Boolean value

In [14]): |for tag in soup.find all(True): print(tag.name)

html
head
Eigtle
body
B

| §

B

br
bx
br
ul

i 5

i € §

" %
1i
bxr
br
br

a

(-3
a
B

Retrieving weblinks by filtering with string objects

In [16]: for link in soup.find 8ll{'a'): print(link.gec('href'))

In [17]: soup.find all(string=re.compile("data"))

Cuc[17]: [u'Jobs in data science abound, but few people have the data science skills needed to fill these increasingly
important roles in organizations. Data Science For Dummies is the pe\n’,
u'Provides & background in data science fundamentals before moving on to working with relational databages an
d unstructured data and preparing your data for analysis',

u'Details different data visualization techniques tiat cam be used vo showcase and summarize your data’,

u'Includes coverage of big data processing cools like MapReduce, Hadoop, Storm, and Spark']

10.4 Web Scraping

In [1]: from bs4 import BeautifulSoup
import urllib
1Mport re
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In [2]: ¥ = urllib.urlopen('hreps://analytics.usa.gov') .read()
zsoup = BeautifulSoup(r, "lxml")
vpe (soup)

O
1%}
ot
(8]

1: bad.BeautifulSoup

Scraping a webpage and saving your results

In [3]: print soup.preccify () [:100]

<!DOCTYPE html>
<html lang="en">
%£!-— Initalize title and data source variables -—>
<head>
<l

In [4]: for link in soup.find all('a'): print(link.get('hzef’))
/

#explanation

https://analyt
dava/
#top-pages-realtine

#top-pages-i-aays

#top-pages-30-days

I ca.usa.gov/dataslive/ pages-realtime.csv
ics.usa.gov/data/live/top-domaina-30-days.cav
1 /sexvices/dap/
;*"1c=a’dap#c’nmc*-q:=**
L/ ytics/answer/27630 n
tics.usa.gov/dat af11" second-1 e"=1—dcna;:a.cav
cs.‘su.ﬂrzfda a/11v ites.c

1Tes.cav

cs.usa.gov/data/

.usa.gov

ss-raportar
alytics.usa. /igsues
mailcor m@uuppozv - d:.gxt.alqov «gow

https://analytics.usa.gov/data/

In [6): for link in soup.findAll('a’, attrs={‘'href': re.complle(""http")}): print link

<a href="httpsi//analytics.usa.gov/data/">Datas/a>

£a href="https://analytics.usa.gov/data/live/all-pages-realtime.cev">Download the full dataset.</a>

<a hraf="https://analytiecs.usa.gov/data/live/cop-domaing-30-days.cav">Download the full datasat.<¢/a>

<a class="external-link" href="https://www.digitalgov.gov/services/dap/">Digital Analytics Program</a>

<a class="extarnal-link" href="httpa://wew.digitalgov.gov/services/dap/common-questions-abouc-dap-fag/dparc-4"
»oes not track individuals</ax

<@ class="exrernal-link" href="httpa://support.google.com/analycica/enswer/2763052 ?al=en">anonymizes the IP ad
dresses</a>

<a class="external-link" href="https://analytics.usa.gov/data/live/second-level-domains.csv™>400 executive bra
nch government domains</a>

<a class="external-link" href="https://analytics.usa.gov/data/live/sites.csv">abouc 5000 total websites</a>
<a clasg="eyternal-link" href="hrtpa://github.com/GSA/analytica.nsa.govi>ende for this websited/as

<& class="external-link" href="nttps://github.com/18F/analytics-reporter">cede behind the data collection</a>
<a class="excernal-link™ href="https://github.com/G54/analytics.usa.gov/issues">open an issue on GicHub</a>
<a href="https://analytics.usa.gov/data/">download the data bere.(fay
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i re.compile ("

i a{)
file.close()

ef ;cp am*‘:-"-dws cs:")D’wmcad r..,c full dntnaer. <fay
talgov.gov/services/dap/"»Digical Analytics Program/a>
italgov.gov/services/dap/common-questions-about-dap-faq/$part-4"

<z class="exte
<8 class="ex

href=*htcps://support.geagle. com/enalyrics/answer/2763052 201 =en" ancnymizes the IP ad
dresses</ay
<& class="exterpal-1i
nch government doma;
<& class="external-: tpa://analytics.usa.gov/data/live/sites.cav™>about 5000 total websites</a>
<& class="ex u3a.g0vrcode for webaiteq/a»
reporter>code behind the data collection</a>
[ nalytics.usa.gov/issues">open an issue on GitHubc/a>
/">aoWnloan the data nere.</a>

nk" href="htcps://analytica.usa.gov/data/live/second-level-domains. cov™>400 exscutive bra

In [18]: |%pwd

10.5 Ensemble Models with Random Forests

Ensemble Learning algorithms

Ensemble learning algorithms are meta-algorithms that combine sev-
eral machine learning algorithms into one predictive model in order to
decrease variance, bias or improve predictions.

The algorithm can be any machine learning algorithm such as logistic
regression, decision tree, etc. These models, when used as inputs of ensem-
ble methods, are called “base models”.

Training data
—_—] Model A
- @@ v
Training data Predictions Predictions
Model B Generalizer
| S
s
Training data
Model C
\

s i s

Level 0 Level 1


https://cs.stackexchange.com/questions/107003/what-is-a-meta-algorithm
https://www.toptal.com/machine-learning/machine-learning-theory-an-introductory-primer
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Ensemble learning

Ensemble methods usually produce more accurate solutions than a single
model would. This has been the case in a number of machine learning
competitions, where the winning solutions used ensemble methods. In
the popular Netflix Competition, the winner used an ensemble method to
implement a powerful collaborative filtering algorithm. Another example
is KDD 2009 where the winner also used ensemble methods.

Ensemble algorithms or methods can be divided into two groups:

o Sequential ensemble methods — where the base learners
are generated sequentially (e.g. AdaBoost). The basic moti-
vation of sequential methods is to exploit the dependence
between the base learners. The overall performance can be
boosted by weighing previously mislabeled examples with
higher weight.

o Parallel ensemble methods — where the base learners
are generated in parallel (e.g. Random Forest). The basic
motivation of parallel methods is to exploit independence
between the base learners since the error can be reduced
dramatically by averaging.

Most ensemble methods use a single base learning algorithm to pro-
duce homogeneous base learners, i.e. learners of the same type, leading to
homogeneous ensembles.

There are also some methods that use heterogeneous learners, i.e. learn-
ers of different types, leading to heterogeneous ensembles. In order for
ensemble methods to be more accurate than any of its individual members,
the base learners have to be as accurate as possible and as diverse as possible.

What is the Random Forest algorithm?

Random forest is a supervised ensemble learning algorithm that is used
for both classifications as well as regression problems. But however, it is
mainly used for classification problems. As we know that a forest is made
up of trees and more trees mean more robust forest. Similarly, the random
forest algorithm creates decision trees on data samples and then gets the
prediction from each of them and finally selects the best solution by means
of voting. It is an ensemble method that is better than a single decision tree
because it reduces the over-fitting by averaging the result [12].


https://www.commonlounge.com/discussion/1697ade39ac142988861daff4da7f27d
http://blog.echen.me/2011/10/24/winning-the-netflix-prize-a-summary/
http://jmlr.org/proceedings/papers/v7/niculescu09/niculescu09.pdf

WEB SCRAPING WITH BEAUTIFUL Soup 237

AP TPodte £

Blue Blue Green Blue

J

Blue

As per majority voting, the final result is ‘Blue’

The fundamental concept behind random forest is a simple but power-
ful one — the wisdom of crowds.

“A large number of relatively uncorrelated models(trees) operating as
a committee will outperform any of the individual constituent models.”

The low correlation between models is the key.

The reason why Random forest produces exceptional results is that the
trees protect each other from their individual errors. While some trees may
be wrong, many others will be right, so as a group the trees are able to move
in the correct direction.

Why the name “Random”?

Two key concepts that give it the name random:

1. A random sampling of training data set when building trees.
2. Random subsets of features considered when splitting nodes.

How is Random Forest ensuring Model diversity?

Random forest ensures that the behavior of each individual tree is not too
correlated with the behavior of any other tree in the model by using the
following two methods:

o Bagging or Bootstrap Aggregation
« Random feature selection
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Bagging or Bootstrap Aggregation

Decision trees are very sensitive to the data they are trained on, small
changes to the training data set can result in a significantly different tree
structure. The random forest takes advantage of this by allowing each
individual tree to randomly sample from the dataset with replacement,
resulting in different trees. This process is called Bagging.

Note that with bagging we are not subsetting the training data into
smaller chunks and training each tree on a different chunk. Rather, if we
have a sample of size N, we are still feeding each tree a training set of size
N. But instead of the original training data, we take a random sample of
size N with replacement.

For example — If our training data is [1,2,3,4,5,6], then we might give
one of our trees the list [1,2,2,3,6,6] and we can give another tree a list
[2,3,4,4,5,6]. Notice that the lists are of length 6 and some elements are
repeated in the randomly selected training data we can give to our tree
(because we sample with replacement).

given O @ @
@ g ©

train dataset :

Bootstrap
Set 1

Bootstrap
Set 2

O ® X @ @
@ @ S® 2 @

Bootstrap

classifier 1 classifier 3

classifier 2

Aggregation

§ output
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Bagging

The above figure shows how random samples are taken from the dataset
with replacement.

Random feature selection

In a normal decision tree, when it is time to split a node, we consider
every possible feature and pick the one that produces the most separation
between the observations in the left node vs right node. In contrast, each
tree in a random forest can pick only from a random subset of features.
This forces even more variation amongst the trees in the model and ulti-
mately results in low correlation across trees and more diversification.

So in random forest, we end up with trees that are trained on different
sets of data and also use different features to make decisions.

Random Forest Random Forest

Decision Tree Tree 1 Tree 2

Feature 2

Feature 3

Feature 4

Left Right Left Right Left Right
Node Node Node Node Node Node

Random feature selection by different trees in random forest.
And finally, uncorrelated trees have created that buffer and predict each
other from their respective errors.

Random Forest creation pseudocode:

1. Randomly select “k” features from total “m” features where
k<<m


https://medium.com/machine-learning-through-visuals/machine-learning-through-visuals-part-1-what-is-bagging-ensemble-learning-432059568cc8
https://towardsdatascience.com/understanding-random-forest-58381e0602d2
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Among the “k” features, calculate the node “d” using the
best split point

Split the node into daughter nodes using the best split
Repeat the 1 to 3 steps until “I” number of nodes has been
reached

Build forest by repeating steps 1 to 4 for “n” number times to

«__»

create “n” number of trees.

Random Forest classifier Building in Scikit-learn

In this section, we are going to build a Gender Recognition classifier using
the Random Forest algorithm from the voice dataset. The idea is to identify
a voice as male or female, based upon the acoustic properties of the voice
and speech. The dataset consists of 3,168 recorded voice samples, collected
from male and female speakers. The voice samples are pre-processed by
acoustic analysis in R using the seewave and tuneR packages, with an ana-

lyzed frequency range of 0hz-280hz.
The dataset can be downloaded from kaggle.

The goal is to create a Decision tree and Random Forest classifier and
compare the accuracy of both the models. The following are the steps that

we will perform in the process of model building:

N W

Importing Various Modules and Loading the Dataset
Exploratory Data Analysis (EDA)

Outlier Treatment

Feature Engineering

Preparing the Data

Model building

Model optimization

So let us start.

Step-1: Importing Various Modules and Loading the Dataset

# Ignore the warnings
import warnings
warnings.filterwarnings(‘always’)

warnings.filterwarnings(‘ignore’)# data visualisation and manipulation-

import numpy as np
import pandas as pd


https://www.kaggle.com/primaryobjects/voicegender
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import matplotlib.pyplot as plt

from matplotlib import style

import seaborn as sns

import missingno as msno#configure

241

# sets matplotlib to inline and displays graphs below the corressponding

cell.
%matplotlib inline
style.use(‘fivethirtyeight’)

sns.set(style="whitegrid,color_codes=True)#import the necessary modelling

algos.
from sklearn.ensemble import RandomForestClassifier
from sklearn.tree import DecisionTreeClassifier

#model selection

from sklearn.model_selection import train_test_split

from sklearn.model_selection import KFold

from sklearn.metrics import accuracy_score,precision_score
from sklearn.model_selection import GridSearchCV#preprocess.
from sklearn.preprocessing import MinMaxScaler,StandardScaler

Now load the dataset.

train=pd.read_csv(“./RandomForest/voice.csv”)df=train.copy()

Step-2: Exploratory Data Analysis (EDA)

df.head(10)

[+73 ans aR skew kurt sp.ent sfm .. centroid meanfun minfun maxfun meandom mindom maxdom dfrange modindx label
015071 0090193 0075122 12.863462 274400906 0.000360 0491918 .. 0.059781 0.084279 0015702 0275662 0007812 0007812 0007812 0.000000 0.000000 male
iD18414 0092866 0073252 22423235 634613855 0892193 0513724 . 0066009 0107837 0015826 0250000 0009014 0007812 0054888 0046875 0.052632 male
008701 0.131908 0.123207 30757155 1024027705 O0.846380 0478005 .. 0.077316 O0.008706 0.015656 0271185 0.007900 0.007812 0.015625 0007812 0.048512 male
096582 0207955 0.111374  1.232831 4177206 0963322 0.727232 .. 0.151228 0068965 0017796 0250000 0.201497 0.007812 0.562500 0554686 0.247119 male
078720 0208045 0.127325 1.101174 4333713 0971855 0.783568 .. 0.135120 0.108398 0016931 0266667 0.712812 0007812 5484375 5476562 0.208274 e
DSreeEd 02089502 041634  ).Us2aeZ BI0BEE 0963181 0738307 .. 00526 0010132 001/112 0253968 UZBERZZ QUOMB1Z 2726562 Z718M0 0129180 male
092699 0205718 0.112819 1.530843 5987498 0.967573 0.762638 .. 0.150762 0.105945 0026230 0266667 0479620 0.007812 5312500 5304688 0123992 male
1110532 0231962 0121430 1.397156 4T60611 0958255 0718858 .. 0.160514 0083052 0017758 0.144144 0301339 0007812 0538062 0531250 0.283%37 male
038206 0208587 0.120381 1.000746 4070284 0970723 0.770992 .. 0.142239 0.006720 0.017957 0250000 0.335476 0.007812 2.164062 2.156250 0.148272 male
(075580 0201957 0.1268377  1.190388 4787310 0.975246 0.804505 .. 0.134329 0.105881 0.019300 0262295 0.340365 0015625 4.695312 4679688 0.089920 male
1101430 0216740 0115310 0.979442 3974223 0965249 0.733693 .. 0157021 0088894 0022068 0117647 0460227 0007812 2812500 2804688 0200000 male

Dataset

The following acoustic properties of each voice are measured and included

within our data:
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« meanfreq: mean frequency (in kHz)

o sd: standard deviation of the frequency

o median: median frequency (in kHz)

o Q25: first quantile (in kHz)

o Q75: third quantile (in kHz)

« IQR: interquartile range (in kHz)

o skew: skewness

 kurt: kurtosis

o sp.ent: spectral entropy

o sfm: spectral flatness

« mode: mode frequency

« centroid: frequency centroid

o peakf: peak frequency (the frequency with the highest
energy)

« meanfun: the average of fundamental frequency measured
across an acoustic signal

o minfun: minimum fundamental frequency measured across
an acoustic signal

o maxfun: maximum fundamental frequency measured
across an acoustic signal

o meandom: the average of dominant frequency measured
across an acoustic signal

o mindom: minimum of dominant frequency measured
across an acoustic signal

o maxdom: maximum of dominant frequency measured
across an acoustic signal

o dfrange: the range of dominant frequency measured across
an acoustic signal

« modindx: modulation index which is calculated as the accu-
mulated absolute difference between adjacent measurements
of fundamental frequencies divided by the frequency range

o label: male or female

df.shape

Note that we have 3168 voice samples and for each sample, 20 different
acoustic properties are recorded. Finally, the ‘label’ column is the target
variable which we have to predict which is the gender of the person.

Now our next step is handling the missing values.
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# check for null values.

df.isnull().any()
meanfreq False
ad False
median False
Pz5 False
Q75 False
IR False
skew False
kurt False
sp.ent False
sfm False
mode False
centroid False
meanfun False
minfun False
maxfun False
meandom False
mindom False
masxdom Falase
dfrange False
modindx False
labeal False

No missing values in our dataset.

Now I will perform the univariate analysis. Note that since all of the
features are ‘numeric’ the most reasonable way to plot them would either
be a ‘histogram’ or a ‘boxplot.

Also, univariate analysis is useful for outlier detection. Hence besides
plotting a boxplot and a histogram for each column or feature, I have writ-
ten a small utility function that tells the remaining no. of observations for
each feature if we remove its outliers.

To detect the outliers I have used the standard 1.5 InterQuartileRange
(IQR) rule which states that any observation lesser than ‘first quartile —
1.5 IQR or greater than ‘third quartile +1.5 IQR’ is an outlier.

def calc_limits(feature):
ql,q3=df[feature].quantile([0.25,0.75])
iqr=q3-ql
rang=1.5%iqr
return(ql-rang,q3+rang)
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def plot(feature):
fig,axes=plt.subplots(1,2)
sns.boxplot(data=df,x=feature,ax=axes[0])
sns.distplot(a=df[feature],ax=axes[1],color="#{f4125")
fig.set_size_inches(15,5)

lower,upper = calc_limits(feature)
|=[df[feature] for i in dffeature] if i>lower and i<upper]
print(“Number of data points remaining if outliers removed : “len(l))

Let us plot the first feature i.e. meanfreq.

plot(‘meanfreq’)

Number of data points remaining if outliers removed : 3104

17.5
15.0
125
o e - - 10.0
7.5
5.0
25

0.05 0.10 0.15 0.20 0.25 00 005 010 0315 020 0.25

meanfreq meanfreq
Inferences made from the above plots —

1. First of all, note that the values are in compliance with that
observed from describing the method data frame.

2. Note that we have a couple of outliers w.r.t. to 1.5 quartile
rule (represented by a ‘dot’ in the box plot). Removing these
data points or outliers leaves us with around 3104 values.

3. Also, from the distplot that the distribution seems to be a bit
-ve skewed hence we can normalize to make the distribution
a bit more symmetric.

4. lastly, note that a left tail distribution has more outliers on the
side below to q1 as expected and a right tail has above the q3.
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Similar inferences can be made by plotting other features also, I have
plotted some, you guys can check for all.

Number of data points remaing if outliers removed : 3158

50
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S S

Number of data points remaining if outliers removed : 3059
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Number of data points remaining if outliers removed : 3059
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Number of data points remaining if outliers removed : 3168

12
10
8
6
4
2 :
d _ | |
0.050 0.0750.100 0.125 0.150 0.175 0.200 0.225 0.05 0.10 0.15 0.20 0.25
meanfun meanfun

Now plot and count the target variable to check if the target class is
balanced or not.

sns.countplot(data=df,x="label’)
df[label’].value_counts()

female 1584
male 1584
Name: label, dtype: int64
1600
1400
1200
1000
800
600
400
200

count

male female
label

Plot for Target variable

We have the equal number of observations for the ‘males’ and the ‘females’
class hence it is a balanced dataset and we don't need to do anything about it.

Now I will perform Bivariate analysis to analyze the correlation between
different features. To do it I have plotted a ‘heat map’ which clearly visual-
izes the correlation between different features.

temp = []
for i in dflabel:
if i == ‘male’:
temp.append(1)
else:
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temp.append(0)
dfflabel’] = temp
#corelation matrix.
cor_mat= dff:].corr()
mask = np.array(cor_mat)
mask[np.tril_indices_from(mask)] = False
fig=plt.gct()
fig.set_size_inches(23,9)

sns.heatmap(data=cor_mat,mask=mask,square=True,annot=True,
cbar=True)
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Inferences made from above heatmap plot—

1. Mean frequency is moderately related to label.
2. IQR and label tend to have a strong positive correlation.
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8.

9.

. Spectral entropy is also quite highly correlated with the label

while sfm is moderately related with label.

skewness and kurtosis aren’t much related to label.
meanfun is highly negatively correlated with the label.
Centroid and median have a high positive correlation
expected from their formulae.

. Also, meanfreq and centroid are exactly the same features as

per formulae and so are thevalues. Hence their correlation
is perfect 1. In this case, we can drop any of that column.
Note that centroid in general has a high degree of correlation
with most of the other features so I'm going to drop centroid
column.

sd is highly positively related to stm and so is sp.ent to sd.
kurt and skew are also highly correlated.

10.meanfreq is highly related to the median as well as Q25.
11.IQR is highly correlated to sd.
12.Finally, self relation ie of a feature to itself is equal to 1 as

Note that we can drop some highly correlated features as they add redun-
dancy to the model but let us keep all the features for now. In the case of
highly correlated features, we can use dimensionality reduction techniques

expected.

like Principal Component Analysis(PCA) to reduce our feature space.

df.drop(‘centroid’axis=1,inplace=True)

Step-3: Outlier Treatment

Here we have to deal with the outliers. Note that we discovered the poten-
tial outliers in the ‘univariate analysis’ section. Now to remove those out-
liers we can either remove the corresponding data points or impute them

with some other statistical quantity like median (robust to outliers) etc.

For now, I shall be removing all the observations or data points that are
an outlier to ‘any’ feature. Doing so substantially reduces the dataset size.

# removal of any data point which is an outlier for any fetaure.
for col in df.columns:

lower,upper=calc_limits(col)

df = df[(df[col] >lower) & (df[col]<upper)]df.shape

Note that the new shape is (1636, 20), we are left with 20 features.



WEB SCRAPING WITH BEAUTIFUL Soup 249

Step-4: Feature Engineering
Here I have dropped some columns which according to my analysis proved
to be less useful or redundant.

temp_df=df.copy()temp_df.drop([‘skew’ kurtmindom;maxdom’],
axis=1,inplace=True) # only one of maxdom and dfrange.
temp_df.head(10)

meanfreq sd  median Q25 Q15 QR sp.ent sfm mode meanfun minfun maxfun meandom dfrange modindx

0135120 0079146 0124656 0078720 0206045 0127325 0971955 0783568 0104261 0.106398 0016931 0266667 0712812 5476562 0208274
0.132786 0.078557 0.119090 0067958 0208592 0.141634 0963181 0738307 0112555 0.110132 0017112 0253968 0298222 2718750 0.125160
0.150762 0.074463 0.160106 0.092899 0205716 0.112819 0967573 0.762638 0.086197 0.105845 0026230 0.266667 0479620 5.304688 0.123992
0.142239 0.076010 0.130567 0.086200 0.208507 0.120981 0970723 0.770992 0219103 0.080729 0017957 0250000 0330470 2.150250 0.140272
0.190845 0.065790 0207951 0.132280 0244357 0.112076 0938546 0.538810 0.050129 0.113323 0017544 0275862 1434115 6312500 0.254780
0.168346 0.074121 0.145618 0.115756 0230824 0.124068 0934523 0559742 0060033 0.083484 0015717 0231884 0.146563 3.117188 0.058537
0.181015 0.074369 0.169299 0.128673 0254175 0.125502 0915284 0475317 0059957 0.098643 0016145 0275862 0.209844 3.687500 0.059940

label
0.151228 0.072111 0.158011 0096582 0207955 O0.111374 0963322 0.727232 0.083878 0.088965 0017798 0250000 0201497 0554688 0.247119 1
1
1
1
1
1
1
1
0.175659 0.071652 0.144192 0.131058 0256527 0.125469 0876749 0403910 0.134411 0.132726 0016563 0228571 0257812 0.640625 0.203437 1

1

0.174826 0.071533 0.146471 0.123529 0247059 0.123529 0875392 0.436706 0.120000 0.124685 0016754 0250000 0799006 4.164062 0.205816

Filtered dataset

Now let us create some new features. I have done two new things here.
Firstly I have made ‘meanfreq, ‘'median’ and ‘mode’ to comply with the
standard relation 3Median=2Mean +Mode. For this, I have adjusted val-
ues in the ‘median’ column as shown below. You can alter values in any of
the other columns say the ‘meanfreq’ column.

temp_df[‘meanfreq’]=temp_df[‘meanfreq’].apply(lambda x:x*2)
temp_df[‘median’]=temp_df[‘meanfreq’]+temp_df[‘mode’]
temp_df[‘median’]=temp_df[‘median’].apply(lambda x:x/3)sns.boxplot
(data=temp_df,y="median;x="label’) # seeing the new ‘median’ against
the Tabel’

0.26 —_—
0.24
0.22

0.18
0.16
0.14 —_

0.12 ]
0.10 )

median

label

The second new feature that I have added is a new feature to measure
the ‘skewness.
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For this, I have used the ‘Karl Pearson Coefficient’ which is calculated as
Coeflicient = (Mean — Mode )/StandardDeviation

You can also try some other coefficient also and see how it compared
with the target i.e. the label’ column.

temp_df[‘pear_skew’]=temp_df[‘meanfreq’]-temp_df[‘mode’]
temp_df[‘pear_skew’]|=temp_df[‘pear_skew’]/temp_df[‘sd’]
temp_df.head(10)sns.boxplot(data=temp_df,y="pear_skew,x="label’)

10 —_—

8

6
4

pear_skew

label

Step-5: Preparing the Data
The first thing that we'll do is normalize all the features or basically well
perform feature scaling to get all the values in a comparable range.

scaler=StandardScaler()
scaled_df=scaler.fit_transform(temp_df.drop(‘label;axis=1))
X=scaled_df

Y=df[‘label’].as_matrix()

Next split your data into train and test set.

x_train,x_test,y_train,y_test=train_test_split(X,Y,test_size=0.20,
random_state=42)

Step-6: Model building
Now we'll build two classifiers, decision tree, and random forest and com-
pare the accuracies of both of them.

models=[RandomPForestClassifier(),
DecisionTreeClassifier()Jmodel_names=[‘RandomForestClassifier’
DecisionTree’Jacc=[]


https://en.wikipedia.org/wiki/Pearson_correlation_coefficient
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d={}for model in range(len(models)):
clf=models[model]
clf.fit(x_train,y_train)
pred=clf.predict(x_test)
acc.append(accuracy_score(pred,y_test))

d={"Modelling Algo:model_names,;Accuracy’:acc}

Put the accuracies in a data frame.

acc_frame=pd.DataFrame(d)
acc_frame

Modelling Algo Accuracy
0 RandomForestClassifier 0.981707

1 DecisionTrea 0.839024

Plot the accuracies:

RandompForestClassifier

Modelling Algo

DecisionTree

0.0 0.2 0.4 0.6 0.8 1.0
Accuracy

As we have seen, just by using the default parameters for both of our
models, the random forest classifier outperformed the decision tree classi-

fier(as expected).

Step-7: Parameter Tuning with GridSearchCV
Lastly, let us also tune our random forest classifier using GridSearchCV.

param_grid = {
‘n_estimators’: [200, 500],
‘max_features’: [‘auto, ‘sqrt, ‘log2’],
‘max_depth’: [4,5,6,7,8],
‘criterion’ :['gini, ‘entropy’]
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}

CV_rfc = GridSearchCV (estimator=RandomForestClassifier(), param_
grid=param_grid, scoring="accuracy’, cv=5)

CV_rfc.fit(x_train, y_train)

GridSearchCV(cv=5, error_score='raise-deprecating’,
estimator=RandomForestClassifier{bootstrap=True, class_weight=None,
criteri ni', max_depth=None,
max_featurca="aute’,
max_leaf_nodes=None,
min_impurity_decreace=0_0,
min_impurity_split=None,
min_samples_leaf=1,
min_samples_split=2,
min_weight_fraction_leaf=0.0,
n_estimators="warn’, n_jobs=None,
oob_score=False,
random_cstate-None, verbose-9,
warm_start=False),
iid='warn'. n jobs=None.
param_grid={'criterion': ['gini', 'entropy'l,
‘max_depth': v o 857, 8],
'max_features ['auto’, 'sqrt’, 'log2'],
‘n_estimators': [208, 500]},
pre_dispatch='2+n_jobs', refit=Truc, return_train_acorc-lalsc,
scoring='accuracy', verbose=@)

print(“Best score : \CV_rfc.best_score_)
print(“Best Parameters : ,CV_rfc.best_params_)
print(“Precision Score: “, precision_score(CV_rfc.predict(x_test),y_test))

Best score : 0.981651376146789
Bect Parametars : {'criterion': 'entropy', 'max_depth': 6, 'max_features': 'auta', 'n_estimatar<': 588)

Precision Score : ©.9838789677419355

After hyperparameter optimization as we can see the results are pretty
good :)
If you want you can also check the Importance of each feature.

dfl = pd.DataFrame.from_records(x_train)

tmp = pd.DataFrame({‘Feature: dfl.columns, ‘Feature importance’
clf_rffeature_importances_})

tmp = tmp.sort_values(by="Feature importance,ascending=False)
plt.figure(figsize = (7,4))

plt.title(‘Features importance,fontsize=14)

s = sns.barplot(x="Feature,y="Feature importance,data=tmp)
s.set_xticklabels(s.get_xticklabels(),rotation=90)

plt.show()
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Advantages of Random Forest

1. Random Forest is based on the bagging algorithm and uses
Ensemble Learning technique. It creates as many trees on
the subset of the data and combines the output of all the
trees. In this way it reduces overfitting problem in decision
trees and also reduces the variance and therefore improves
the accuracy [13].

2. Random Forest can be used to solve both classification as
well as regression problems.

3. Random Forest works well with both categorical and contin-
uous variables.

4. Random Forest can automatically handle missing values.

5. No feature scaling required: No feature scaling (standardiza-
tion and normalization) required in case of Random Forest
as it uses rule based approach instead of distance calculation.

6. Handles non-linear parameters efficiently: Non linear
parameters don't affect the performance of a Random Forest
unlike curve based algorithms. So, if there is high non-linear-
ity between the independent variables, Random Forest may
outperform as compared to other curve basedalgorithms.

7. Random Forest can automatically handle missing values.
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8. Random Forest is usually robust to outliers and can handle
them automatically.

9. Random Forest algorithm is very stable. Even if a new data
point is introduced in the dataset, the overall algorithm is
not affected much since the new data may impact one tree,
but it is very hard for it to impact all the trees.

10.Random Forest is comparatively less impacted by noise.

Disadvantages of Random Forest

1. Complexity: Random Forest creates a lot of trees (unlike
only one tree in case of decision tree) and combines their
outputs. By default, it creates 100 trees in Python sklearn
library. To do so, this algorithm requires much more com-
putational power and resources. On the other hand decision
tree is simple and does not require so much computational
resources.

2. Longer Training Period: Random Forest require much
more time to train as compared to decision trees as it gener-
ates a lot of trees (instead of one tree in case of decision tree)
and makes decision on the majority of votes.
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Covid19 Detection and Prediction

In [0]: from google.colab import drive
drive.mount (' /gdrive')
ted /gdrive/My Drive/cwd

In [0]: | import numpy as np
import pandas as pd
import datetime as dt
import sklearn
from scipy import stats
from sklearn import preprocesaing
from sklearn.model selection import GridSearchCV
from sklearn.ensemble import RandomForestClassifier
from sklearn.ensemble import AdaBoostClassifier
from sklearn.model selection import train test split
from sklearn.metrics import recall score as rs
from sklearn.metrics import precision_score as ps
from sklearn metricg import fl1 scoxe as fs
from sklearn.metrics import log loss

encoder = preprocessing.LabelEncoder()

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (259-276) © 2022 Scrivener
Publishing LLC
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In

In

[03:

[0]:

0]

[0]:

[0]:

data

pd. read_csv {'data.csv")

data = data.drop('id’',axis=1)
data = data.fillna(np.nan,aris=0)

data['location’] = encoder.fit transform(data['location’].astype(stz))
encoder.fit transform(data['country'].astyvpe(str))
data['gender'] = encoder.fit transform(datal'gender'l.astype(str))

data['country'] =

datal['symptoml®']]
data{['symptom2']]
data[['symptom3']]
data[['symptomd']]
data[['symptem5'1]
data[['symptomé"]]

encoder.fit transform(datal'symptoml'].astype(str))
encnder.fit_transfnmtdata[ 'symptom2'] .astype (str))
encoder.fit transform(data|'symptom3'].astype(str))
encoder.fit transform(data['symptomé'].astype(stz))
encoder.fit transform(data['symptom5'].astype (stx})
encoder.fit transform(data['symptomé'].astype(stz))

data['sym on'] = pd.to datetime(data'sym on'])
datal‘hosp vis'] = pd.to_datetime(datal‘nosp vis'])

data['sym on']= data['sym on'].map(dt.datetime.toordinal)
data['hcss_vis'ji data[ ‘bEsp_vis'] -map (dt.datetime.toordinal)
data['diff sym hos']= data['hosp vis'] - data['sym on']

data{'diff symp hes'] = data['hosp vis']-data['sym on']

data = data.drop(['sym on','hosp vis'],ax1s=1)

print (data.dtypes)



In [0]:

In [0]:

In [0]:

CoviD19 DETECTION AND PREDICTION

import matplotlib.pyplot as plt
def counter2{colnamel, colnameZ):
ecolnamel = pd._Series(colnameal)
colname2 = pd.Series(colnamel)
gountl = 0
for i in range (min([colnamel.size,colname2.size])}:
if(colnamel[i]==1 and colnameZ[i]==1}:
countl = countl+l
return countl

def counterl(colname):
colpnamel = pd.Series|colname)
count = 0
for i in range (colpnamel.size):
if {colnamel[i]==1):
count = count+l
return count

fwuh = counterl (data[’from wuhan'])
vwuh = counterl (data['vis wuhan'])

print (counterl (data['death']))
print (counter2(data['from wuhan'],data['death"]))
print (counterZ(datal'vis_wuhan'],data['death’']))

In [0]: lspert satplatiib.pyplot as pit

FeTps

i (9]

In [0]:

In [0]

In [0]

{'77on maaR" . TAEITIZG WSRER'). |CSENCETZ Id8TA| T AENED | OREE] TTTR wuban” ) )i STIEReTa (OeTa | SRRz |, dae (" vaa_waxant 11 ).

3 daza|"

tdata = pd.read csv{'train.csv'}
print (tdata.kaad{))

TOATZ — PO.IEad CSV( TIZ1N.CSV')
tdata = tdata.drop('id',axis=1)

tdate = tdabta.Lilloa (up.oan, asia=0)

tdata['age'] = tdata['age'].fillna{value=tdata['age'].mean()})
tdata['location’] = anceder fic transform(tdata{'loscation'] . setypalsts})
tdata['country'] = encoder.fit transform(tdata['country').astypelstz))
tdatal'gender'l = encoader.fit_transfermitdatal'gender'].astypelsatrl)
tdata[['symptoml']] = encoder.fit transform(tdata['symptoml'].astype(str))
tdata[['symptom2']] encoder.fit transform{tdata['symptom2'].astype{str})
tdata[["aymptom3']] encoder.fit transform{tdata[’symptom3’].astype(str))
tdata[["symptomd']] encoder. fit transform(tdata['symptomd'].astype(stz))
tdata||'symptom5']] encoder.fit transform(tdata|'symptom5’].astype(str))
tdata[[ aymptomé'}] encoder. fs\:ﬁtr.\anﬂfnmt'r.da\:a ["symptomé"] .astype(str})

tdata]'sym on'] = pd.to datetime(tdata['aym on'])

tdata['hosp vis'] = pd.to datetime(tdata['hosp vis'])
tdata['sym on']= tdata['sym on'].map(dt.datetime.toordinal)
toata|'nosp vis'j= tdata|’nosp vis' | .map (OT.daTetims.Toordinal)
tdata{'diff sym hos']= tdata['hosp vis'] - tdata['sym on']

: tdata = tdata.drop(['aym on', 'hosp via'], axia=1)

i | print(tdata)
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In [0]: print(tdata.isna().sum())

In [0]s £rom okloasn.matrios impoxt zcoall sooxs as ==
from sklearn.metrics import pm:is;en_sco:e as ps
from sklearn.metrics import £1_score as f=
from sklearn.metrins import halanced accuracy seore as has
from sklearn.metrics import confusion matrix as cm

Tn [0]: of = RandomFuresttlassilier (hootstrap=True, cop alpha=0.0, class_weighi=Nane,
criterion='gini', mnx_d:pth=2, max_f:ntu::a='nuta',
max leaf nodes—Nome, max samples—None,
min_impurity decrease=0.0, min_ impurity split=Nona,
min samples leaf=2, min samples split=32,
min:weight_?ra:tinn_lb.s?:f; =8, n:zstimntnr.s=: 04,
n_jobs=None, oob_score=False, random state=None,
verbcse=0, warm start=ralse)

classifier = AdaBoostClassifier(rf,30

_epler T, tmen_wine=U. ), randem seanesi

nishape{0}, 11}

SLAMSLELF. Frediot (X _test]]

yrwd)
e

er.scoredl_tess,T tesc)

In [0]: |print('%** Evaluation metrics for test dataset #*¥*¥\n')
print ('Recall Score: ',recall)
princ(‘'Frecigion Score! °,precision}
print('Fl Score: ',£1)
print ("Accuracy: ',ma)
a = pd.DataFrame tY_tont)
a['pred']= classifier.predict(X test)
print ("\n\tiable 3\n"}) =
print(a.head())

%% Evaluation metrics for test dataset *%¥%
Racall Secore: 0.75
Precision Score: 1.0
Fl Score: 0.8371328371928371
Accuracy: 0.9333333333333333
Tabls 2

death pred

130 0 0
203 Q Q
170 : & a
66 0 0
181 o Q

In [0]: |print(pd.DataPrame({'Val':¥_test, 'Pred':classifier.predict(X test}}))
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arssder. fueml

Fastang 3 felda for sach of 330 sasdidates, torallssy 1600 fite

[Pasallelin_s=ba=-11}i Dsisg baskend takyBasiend with I ssnsursens warbsrs.
[Fazallel(s_jche=-1)]s Jzee J4 casks | elapseds 2.8
{Parallel(s Scba=-I)]1 Done 37 tasky | elapsed:  24.30

Thasallel (n_Scha=-113: Do 167 tasks i
[Pazallal(a ycbe=-1|]; Scoe 10§ resks |
(Pazsllel(n_cbe=-1)]1 Dose 468 taske | elageads 2.3min
{Parallel(s cbasel}]i Doee £6¢ tashe !

{Pazallelis scbs=-1)] Dome 330 tasis elapsedi 4. 4miz
{mu.ulu_-;m-.ns Desa 1IT0 tasks | cn(uu: !.!-n
Sazallelis 3cke=—1}): Dema 1476 tasks
innll-t(n uh=-\|]a 1600 wwr xf & i | -im-i: t hn Finiohed
Fusr/ 1sesl! Tik/pyhond . 4/ dren wearsn.pyi THI DaselonverslonNurning! A Solm-vester ¥ van paseed v

= » 14 arvey vas sxpectes th-m.l;wu:-uxu.:. for exssple using zaveli).
self best estimater .fitiX, ¥, “tu_pu-n

Cut[0]: GridSearchCV(ev=5, errcr score=nan,
estimatnr=RandomForestClas=ifier (boctstrap=True, ccp alpha=0.0,
class weight=None,
criterion='gini', max depth=None,
max_features='auto',
max leaf nodes=Hone;
max samples=Ncne,
min impurity decrease=0.0,
min impurity split=None,
min_samples leaf=l,
min samples split=2;
min weighc fraction leaf-0.0,
n_estimators=100, n_jobs=Ncne,
wukr scuic™Falsc,
random state=None, werbese=0,
warm atarzt~Faloc),
iid='deprecated"'; n jobs=-1,
param grid={'max depth': [1, 2, 5, €],
‘min samples leaf': [2, 3, 4; 5],
'min samples split's [1, 2, &, 7],
'n estimators’: [100, 200, 3{}0 400, 5001},
pre_dispatch=" 7*n_3nhs refit=Trué, réeturn train_saare=Falae,
scoring=None, verbose=5)

In [0]: prinot(gridder.best estimator )

RandomForestClassifier (bootstrap=True, ccp alpha=0.0, class weight=None,
oriterion="gini', max_depth=2, max features='auto',
max leaf nodes=None, max samples=Ncne,
min lmpurily decsease=0.0, min lspuzily splil=Nuoue,
min samples leaf=2, min samples split=2,
min_weight_traction leaf=U.U, O_estimators=10U,
n_jobs=None, oob_score=False, random state=None,
verbose=0, warm start=False)

In [0]: Els

data.csv test.xlsx train.csv

In [0]: wudata = pd.read excel ("test.xlsx')
udata = udata.drop('id',axis=1)
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In [O]:

in [0]:

In [U]

print (udata.columns)

Index(['location’; ‘'country’, ‘gender’, "age', "sym on', "hosp vis’,
"symptoml’,
'symptom4’, 'symptomS', ‘symptomb’],
dtype="ocbject"')

"vis wuhan', ‘frem wuhan',

udata = undata.fillna(np.nan,axzs=0}

“symptomZ®, "symptom3’,

udatal'age'] — udatel’age'].fillna(veluc—udata|age’].mcan())
udabal'fzom wuhan'].Lillna (value=0)
ndata[*fram wuhan']  astypa(int)
udata['lccation'] = enccder. fit_t:ansfnzm (udata['location’] .astype (stx))
ndata['country']l = encodsr.fit_transform{udata['country'].astypa(str))
uvdata['gender'] = encoder-fit_tranaform(udata['gender'] _astype (str))
encoder.fit transform(udatal'symptoml®].astype(stz))
zncoder. fit transform(udata['symptom2’].astype(stz))
enceder. fit transform{udata{'symptom3'] . astypeistzr))
enceder.fit transform(udata|'symptoms’].astype(str))
encoder.fit transform(udata['symptom5'] .astype(stz))
encoder. fa.\:__t:ansfnm {udacal’'symptomé’].ascype(str})

udata(' [zom wuhas']

udata ' frem wunaat]

udatall"symptomi'}]
udatal["symptom2']]
udatal [ sympten3' ]
udata]["symptomd'}]
udata[["symptom5']]
wdatal['symptomé'i]

LI T [ (B 1§

!  print(udata|'from wuhan'].mode(})

0 (4]
dtype: intéd

udata['hosp vis']= udata['hosp vis'].map({dt.datetime.toordinal)

In [0]1: udatal'svm on'l = pd.tc datetime (udatal'sym on'l)
udata['hosp vis'] = pd.to datetime (udata['hosp vis'])
udatal" eym on']= udata['sym con'].map(dt.datetime.tooxdinal)
udata{'diff sym hos']= udatal'hosp vis'] - udatal'sym on-]

In [0]: |print(udata['from wuhan'].unigue(})

[0 1]

In [0]: print(udata.dtypes)
location intéd
country int64
gender intéd
age floated
aym on intf4
hosp_vis intéd
vis_wuhan intéd
from wuhan inted
symptoml intéed
aymptom2 int61
symptom3 int6d
symptom4 intée4d
symptom5 intéd
symptomé inted
diff_sym_hcis intE4d
dtype: object

slassifinr predist (clata)

M peprenl’,

‘apmpreal’, eysprend’, taynpremt’, wyeptestt, ‘s



In [01:

In [0}]:

In [0]:

® @ N e ;s e R =
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print (udatal'result'1)

a : §
1 0
2 0
= 0
4 0
858 1
859 0
860 0
861 0
662 0

Name: result, Length: 863, dtype: int64

Elcd '/gdrive/My Drive/cwvd'

udata.to_csv('/gdrive/My Drive/cvd/final.csv')

# Reading the datasets

df= pd.read excel('/content/Covid cases in India.xlsx')

df_india = df.copy()

df

# importing the required libraries
import pandas as pd

# Visualisation libraries
import matplotlib.pyplot as plt
%¥matplotlib inline
import seaborn as sns
import plotly.express as px
import plotly.graph_objects as go
import folium

from folium import plugins
# Manipulating the default plot size
plt.rcParams['figure.figsize'] = 10, 12
# Disable warnings
import warnings
warnings.filterwarnings('ignore')

265
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India_coord
#Day by day
dbd _India =
dbd_Italy =
dbd_Korea =

dbd_Wuhan

total_cases

df .drop(['sS.
df[ 'Total cases'] = df['Total Confirmed cases (Indian National)'] + df['Total C

# Coordinates of India States and Union Territories

= pd.read_excel('/content/Indian Coordinates.xlsx')

data of India, Korea, Ttaly and Wuhan

pd.read _excel('/content/per day cases.xlsx',parse datessTruc,
pd.read_excel('/content/per_day_cases.xlsx',parse_dates=True,
pd.read_excel('/content/per_day cases.xlsx',parse_datessTrue,
pd.read_excel('/content/per day cases.xlsx',parse_dates=True,

No.'],axis=1,inplace=True)

= df['Total cases'].sum()

df.style.background gradient(cmap='Reds')

sheet
sheet
sheet
sheet
>

print('Total number of confirmed COVID 2019 cases across India till date (22nd
>

Name of State / UT Total Confirmed cases (Indian National) Total Confirmed cases (Foreign National) Cured Death Total cases

0 Andhra Pradesh 9 0 0 0 9

1 Bihar 3 0 o [

2 Chhattisgarh 1 0 0 0 1

3 Delhi 30 1 [ E

4 Gujarat 32 1 o [iN33

5 Haryana 14 N [ 0 25

6 Himachal Pradesh 3 0 0 I 3

7 Kamataka A 0 3 A
8 Kerala I E R T o
9 Madhya Pradesh 9 0 0 0 9

10 Maharashtra  CC 3 0 101

#Total Active is the Total cases - (Number of death + Cured)

df['Total Active'] - df['Total cases'] - (df['Death'] + df['Cured'])
total_active = df['Total Active'].sum()

print( Total number of active COVID 2019 cases acruss India:’, tutal_aclive)
df.groupby( 'Name of State / UT')['Total Active'].sum().sort_values(;
Tot_Cases.style.background_gradient(cmap="Reds")

Tot_Cases =

Total Active
Name of State / UT

Kerala
Maharashtra N

Karnataka 37 |
Telengana 34
Gujarat 32
Rajasthan 29
Punjab 28
Uttar Pradesh 24
Delhi 24
Tamil Nadu 17
Haryana 17
Ladakh 13
Madhya Pradesh 9
Andhra Pradesh

Chandigarh

9
West Bengal 8
7
Jammu and Kashmir 6

>
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df_full = pd.merge(India_coord,df,on='Name of State / UT')

map = folium Map(location=[28, 78], zoom_start=4,tiles='Stamenterrain')

for lat, lon, value, name inzip(df_full['lLatitude'], df_full['longitude'], df_f
folium.CircleMarker([lat, lon], radiuszvalue*d.8, popup = ('<{strong>State</

''¢strong>Total Cases<¢/strong>: ' + str(value) + '

'),color="red',fill color='red',fill opacity=0.3 ).add to(map)

1
2
3
4
5
-1
7

f, ax = plt.subplots(figsize={12, 8))
data = Jf_full[[ 'Nawc ol Slale / UT','Tulal caszes', 'Cured’, 'Death']]
data.sort_values('Total cases',ascending-Talse,inplace-True)

sus.scl_wulu _vudes(Mpasitel™)

sns.barplot(x="Total cases”, y="Name of State / UT", data=data,label="Total", «
sus.acl_colur_cudes(Mmuled™)

sns.barplot ="Name of State / UT",

SN e W N

label-"Cured”, color=
r

# Add a legend and informative axis label
ax.legend(ncol=2, loc="lower right", frameon=True)
ax.set(xlim=(@, 33), ylabel="",xlabel="cases™)
sns.despine(left=True, bottom=True)

& UN -

Kerala
Maharashtra
Karnataka
Telengana
Uttar Pradesh
Rajasthan
Delhi

Punjay
Haryana
Tamil Nadu

Andhra Pradesh _
Uttarakhand ~
0

= Total == Cured
’ . . ' ' ]

5 10 15 20 25 30 35
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fig

lig

fig.
fig.
fig

11 fig.
12 | Fig.
3| fag
13 fig.
16 fig.
fig
fig.
fig.

#This cell's code is required when you are working with plotly an colab
import platly
plotly.io.renderers.default = 'colab”

# Rise of COVID-19 cases in India

= go.Figure()

fig.add_trace(go.Scatter(x=dbd_India['Date’], y = dbd_India['Total Cases'], mc
fig.update layout(title text="Trend of Coronavirus Cases in India (Cumulative
fig.show()

>

import plotly.express as px

2| fig = px.bar(dbd_Indla, X-"pate”, y-"New Cases”, barmode- group , helght-ase)
3 | fig.update_layout(title_text="Coronavirus Cases in India on daily basis',plot_
fig.show()

>

# impori plolly.express as px

= px.bar(dbd_India, x="Dale", y="Toulal Cases", cvlur='Tulal Cases', vrienl
title="Confirmed Cases in India’, color_discrete_sequence = px.coc

Colour Scale for plotly
<a href="https://plot.ly/python/builtin-colorscales/">https://plot.ly/python/b

update layout(plot_bgcolor='rgb(238, 238, 238)')

show()

= px.bar(dbd Ttaly, x="Date", y="Total Cases"”, colorz'Total Cases’, orient
title="Confirmed Cases in ltaly', color_discrete_sequence = px.co

update layout(plot_bgcolor="rgb(23@, 230, 230)')

show()

= px.bar(dbd_Korea, x="Date", y="Total Cases", color='Total Cases’', orient
title='Confirmed Cases in South Korea', color_discrete_sequence =

update_layout(plot_bgcolor='rgh(230, 230, 238)')

show()

= px.bar(dbd_Muhan, x="Date", y="Total Cases™, color='Total Cases', orient
title="Confirmed Cases in Wuhan', color_ discrete_ sequence = px.co

update_layout(plot bgcolor='rgh(230, 230, 2308)")

show()
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__.....||I|||““i] |

# import plotly.graph_obhjects as go
from plotly. cubplotc impart maka_cubplotc
fig = make_subplots(
1 rowe=1, cole=1,
specs=[[{}, {}],
: [[("colspan™: 2}, Nonc]],
7 subplot_titles=("S.Korea","Italy", "India","Wuhan"))
5 | fig.odd_trace(go.Bar(x=dbd_Korca['Datc'], y=dbd Koreca['Total Cases'],
marker=dict(color=dbd_Korea[ 'Total Cases'], coloraxis="col

1 lig-add_Llrace(go.Bar(x=dbd_Ilaly['Dale’], y=dbd_Tlaly['Tulal Cases'],

1 marker=dict(color=dbd_Italy['Total Cases'], coloraxis="col
fig.add_Llrace(gu.bar(x=dbd_India[ ‘Dale’], y=dbd India[ ‘Tulal Cases'],

) marker=dict(color=dbd_India['Total Cases'], coloraxis="col
- # lig.add_trace(gu.bar{x=dbd_wWuhan['Date'], y=dbd_wWuhan['Tulal Cases'],
# marker=dict(color=dbd_Wuhan['Total Cases'], coloraxis="c
Tig.update_layout(coloraxis=dict(colorscale="Bluered_r’), showlegend=ralse,tit
fig.update_layout(plot_bgcolor="rgh(230, 230, 230)")
fig.show()

l __..‘||||||m| ...... ....nllllllllm
_____ _------Illlllllll
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1| # import plotly.graph_objects as go

2 title - 'Main Source lor News'

1| labels = ['S.Korea', 'Italy', 'India’']

= wlurs = ["rgb(122,125,0)", "rgb(255,0,0)", "vrpL(42,130,189)"]

5| mode size = [18, 18, 12]

o | 1ine_size = [1, 1, 5]

fig = go.Figure()

¢ | fig.add_trace(go.Scatter{x=dbd_Korea| "Days atter surpassing 16e cases” |,

) y=dbd_Korea[ "Total Cases®],mode="lines’,
name=labels[@],
line=dict(color=colors[@8], width=1line size[8]),
connectgaps=True))

fig.add trace(go.Scatter{x=dbd Italy['Days after surpassing 180 cases'],
y=dbd_Italy['Total Cases'],mode='lines’,
name=1abels[1].
line=dict(color=colors[1], width=line_size[1]),
ronnartgaps=True))

fig.add_trace(go.Scatter(x=dbd_India['Days after surpassing 188 cases'],
y-dbd_India['Total Cases'],mode-'lines’,
name=labels[2],

21 line-dict{color colors[2], width line_size[2]),

2 connectgaps=Truc))

2: annotations = []

24 | annotations.append(dict(xref-"paper’, yref-'paper’, x-0.5, y--0.1,

5 Ranchur="venler®, yanchur="Lup",

26 text="Days afler crossing 100 cases *,

font=dicT(family="Arial ,
size=12,
color="rgb(158,158,158) ),
showarrow=False))
fig.update_layout(annotations-annotations,plot_bgcolor='white’,yaxis_title="C
32 | fig.show()

i df = pd.read csv('/content/covid 19 clean complete.csv',parse dates=['Date'])
2 df.rename(columns={'ObservationDate': 'Date’, 'Country/Region':'Country'}, inpla
3 df_confirmed = pd.read_csv("/content/time_series_covidl9 confirmed_global.csv")
2 | df_recovered = pd.read_csv("/content/time_series_covidl9_recovered_global.csv™)
5 df_deaths = pd.read_csv(”/content/time_series_covidl9_deaths_global.csv")
df_confirmed.rename(columns={ 'Country/Region’: Country'}, inplace=True)
df_recovered.rename(columns={'Country/Region’: 'Country'}, inplace=True)

& df_deaths.rename(columns={ Country/Region”: 'Country'}, inplacesirue)

2 | df_deaths.head()
< >

df2 = df.groupby(["Date”, "Country", "Province/State"])[['Date’', 'Province/Stat
df2.head()
>

1 #0verall worldwide Confirmed/ Deaths/ Recovered cases

2| df.groupby('Date’).sum().head()
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confirmed = df.groupby('Date').sum()['Confirmed'].reset_index()
deaths = df.groupby( Date').sum()[ ‘Deaths’].reset_index()

recovered = df.groupby('Date').sum()['Recovered'].reset index()

fig = go.Figure()
#Plotting datewise confirmed cases

271

fig.add_trace(go.Scatter(x=confirmed[ 'Date’], y=confirmed['Confirmed'], mode='l
fig.add trace(go.Scatter(x=deaths['Date'], y=deaths['Deaths'], mode='lines+mark
fig.add_trace(go.Scatller(x=recovered[ 'Date’], y=recuvered[ 'Recovered’'], mode='1

fig.update layout(title='Worldwide NCOVID-19 Cases', xaxis tickfont size=z14,yax

tig.show()

from fbprophet import Prophet

>

confirmed = df.groupby('Date’).sum()['Confirmed'].reset_index()
deaths = df.groupby('Date’).sum()[ 'Deaths’].reset _index()
recovered = df.groupby('Date’).sum()['Recovered'].reset_index()

confirmed.columns = ['ds','y"]

#confirmed['ds'] = confirmed['ds'].dt.date
confirmed['ds'] = pd.to datetime(confirmed['ds'])

confirmed.tail()

57
58
59
60
61

m = Prophet(interval_width=8.95)
m.fit(confirmed)

ds
2020-03-19
2020-03-20
2020-03-21
2020-03-22
2020-03-23

y
242708.0
272166.0
304524.0
335955.0
336004.0

future = m.make_ future_dataframe(periods=7)

future.tail()

#ipredicting the future with date, and upper and lower limit of y value

forecast = m.predict ('Futur'e)

forecast[['ds', 'yhat', 'yhat_lower', 'yhat_upper']].tail()
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| confirmed_forecast_plot = m.plot(forecast)
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1| confirmed forecast plot =m.plot components(forecast)
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deaths.columns = ['ds","'y']

deaths['ds'] = pd.to datetime(deaths['ds'])
m = Prophet(interval_width=0_95)
m.fit(deaths)

Tfulure = m.make_fulure_dalalrame(periods=7)
future.tail()

1| forecast = m.predict(future)
forecast[['ds', 'yhat', ‘'yhat lower', ‘vhat upper']].tail()

1| deaths_forecast_plot = m.plot(forecast)
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ch

1| deaths_forecast_plot = m.plot_components(forecast)
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1 recovered.columns = ['ds',"'y"]

recovered['ds'] = pd.to_datetime(recovered['ds’'])
m = Prophet(interval_width=0.95)

4 1 m.fit(recovered)

future = m.make_future_dataframe(periods=7)
future.tail()

: forecast = m.predict(future)
10 | forecast[['ds', 'yhat', 'yhat_lower', 'yhat upper']].tail()

recoveraed_forecast plot = m.plot(forecast)

20000

15000

10000
>

5000

2020-01-26  2020-02-09 2020-02-23 2020-03-06  2020-03-22
ch

1| recovered forecast plot = m.plot components(forecast)
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Leaf Disease Detection

#Intialization of Program. bv Importing various LIbraries

import numpy as np

import matplotlib.pyplot as plt

# nere we are working on Tensorflow version 2.1.0 so wWe need To write
tensorflow.kera=.

#keras is in built function in Tensorflow.

import os

import tensorflow as tf

from tcnsorflow.kcras.prcproccssing.imagc import ImagcDataConcrator

from tensorflow.keras.layers import Dense, Input, Dropout, Flatten, Conv2D
from tensorflow.keras.layers import BatchNormalization, Activation,
MaxPooling2D

from tensorflow.keras.models import Model, Segquentlal

from tensorflow.keras.optimizers import Adam

from tensorflow.keras.callbacks import ModelCheckpoint, ReduceLROnPlateau
from tensorflow.keras.utils import plot model

from IPython.display import SVG, Image

# For checking out that how many images are available in the train set we
can use import OS5
Lfor Lypos in us.lisldiz("F:/JolBrains/yuedubul Lrainiuy/PROJECTDATA
1/train set/"):

print (str(len(os.listdir{"F:/JetBrains/goeduhub training/PROJECTDATA
1/train set/"+ types)))+" "+ types+' images')

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (277-284) © 2022 Scrivener
Publishing LLC
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917 Pepper__bell__ Bacterial_spot images

1402 Pepper__bell  healthy images

927 Potato___Early blight images

127 Potato  healthy images

919 Potato__ Late _blight images

1523 Tomato_Bacterial_spot images

666 Tomato Early blight images

1198 Tomato_healthy images

12816 Tomato Late blight images

671 Tomato_Leaf Mold images

1166 Tomato_Septoria_leaf spot images

1094 Tomato_Spider_mites_Two_spotted_spider_mite images
1035 Tomato_ Target_Spot images

286 Tomato Tomato mosaic virus images

2475 Tomato__Tomato_YellowLeaf Curl Virus images

# Complete Dataset images can be locaded using ImageDataGenerator function
img size=48

batch size—64

datagen train=ImageDataGenerator (horizontal flip=True)

train generator=datagen train.flow from directory("F:/JetBrains/goeduhub
training/PROJECTDATA 1/train set",

target size=(img size,img size),

batch size=batch size,

class mode='categorical',

shuffle=True)

datagen tcat-ImageDataCencrator (horizontal flip=True)

validation generator=datagen test.flow from directory("F:/JetBrains
/goeduhub training/PROJECTDATA 1/test_data ",

target size=(img size,img size),

batch size-batch size,

nlass mode='categorinal’,

shuffle=True)
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Found 16222 images belonging to 15 classes.
Found 1254 images helonging to 15 classes.

detection=Sequential ()

#convolutional layer-1

detection.add (Conv2D (64, (3,3) ,padding="same’ , input_shape=(48,48,3)))
dotcction.add (BatchNormalization())

detection.add (Activation('relu'))

detection.add (MaxPooling2D (pool size=(2,2)))

detection.add (Dropout (0.25))

#2 —convelutional layer-2
detection.add (Conv2D (128, (5,5) ,padding="same"))
detection.add (BatchNormalization())
detection.add (Activation('relu’))

delecllon.add (MaxPoul lng2D {puul_s].za= (2,2)))
datantion.add (Dropont (N.25K) )

$#3 —convolutional layer-3

detection.add (Conv2D (256, (3,3) ,padding="same"))
dotcction.add (DatchNomrmalization())
detection.add(Activation('relu’'))

detection.add (MaxPooling2D (pool size=(2,2)))
detection.add (Dropout(0.25))

$#4 -convolutional layer-4

detection.add (Conv2D (512, (3,3) ,padding="same"'))
detection.add (BatchNormalization())
detection.add (Activation('relu’))

detection.add (MaxPooling2D (pool_size=(2.2)))
detection.add (Dropout (0.25))
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#5 -convoluticnal layer-35

detection.add (Conv2D (512, (3, 3) ,padding="same'))
dotoationsadd (BatahNossalisaticn{))
detection.add(Retivation('relu'))

detection.add (MaxPooling2D (pool size=(2,2)))
detection.add (Dropout (U.25))

detection.add (Flatten())
detection.add (Dense (256))
detection.add (DatchNormalization())
detection.add (Activation('relu'))
detection.add (Dropout (0.25))

detection . add (Dense (512))
detection.add (BatchNormalization())
detection.add(Activation('relu’))
detection. add (Dropout (0.25)

detection.add (Dense (15,activation="softmax"))

optimum=Adam (1r=0.005)

#lr-lesarning rate

detection.compile (optimizer=optimum,loss="'categorical crossentropy’,metrics=
['accuracy'])

detecllon. summary ()
Model: “seget jal”™
Laver (tutel Outsat Shace Param 4
e T
batih sorsalliation (Batchie (e, 40, 48, & Fot )
activation (Activation) (horw, &, &4, &4 -
wan poolingdd (warPoolingd0) (wwe, M, M, &) [

comvad | (Comvad) e, M, 34, Li8) 16408
batch_sormaliation_§ (Batzh (Wone, 34, 24, 138} Y
Stieatlon 1 (Betluation)  (Wewe. 3. 34, 172) a
mas_poulingit 1 (PesProliogd (e, 11, 12, 128) .
dropent_1 [Dropet ) Wone, 131, 12, 1) K
Cowal_) ((omi) Wone, 11, 11, I9) 195108
atch_sermaliiation_} (Ratch (Woes, 12, 11, 7% 1
i (e =TT -
Wix_poclLngie ) (MAuPXOIingd (Wane, , ©, J56) -
Gropeut_) (Oropout ) (e, &, 6, 1% “
— —— — 6. & A1 vy

batch_sormallintion 1 (Setch (Wr=, €, 6, S17) Tnay
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ephocs=10

steps_per epoch=traln generator.n//traln generator.batch size

steps_per epoch

validation steps=validation generator.n//validation generator.batch size
validation steps

dotection. fit (x—train goncratox,

steps per epoch=steps per epoch,

epoachs=ephoas,

validation data=validation generator,

validation stepe=validation_atepa)
detection.save("’ Plant_Disease_Detection. h5')

Epoch 1718

258/ 158 | ssrrrrssssssresrsssasransaes | - A0S G70ms/step - lods: 0.6%04 - accuracy! 8.6087 - val_lasa: 0.587% - val_accuracy
0.6421

Fpah 3710

I3/ 198 [sssssasansssasssssnssassnanass| - B1% JAws/step - Joss: 05797 . accurscy: 06010 . val loss: 8.377) . val sccuracy
0. 7264

Epoch 1710

INB/I [memmeenmsenaenann —— ] - s ISPms/eten - loes: BLSEGD - straracy: B.7501 - val Toss: 8.7187 - val_acruracy:
0.7414

Epoch 4718

FERIIRD [romerermmrmnmsrnnsannaenssnees | - LI6S ASARS/Step - 1St B.A8I4 - dccuracys 8.7829 - val letei ©.4798 - val _sccuracy

-] 171y GEdYn/step loss: 8.3952 sCcuracy: 0.8807

: B.GATH - wal sccuracy

[F=s==r=rrsssessae=sssssssass| - 124 ABTES/SUep - 19931 ©.3791 - acourecyl €.8337 - val_loss: 0,893 - vel_sccuracy

w
[seesrmnssssnsssssnnsssnsannnse ] - 107 sslms/step - lows: 8.3%45 . acourscyr 88910 - val_loss: 8.3117 . val scouraty

"
[ ) - 115 €58ws/step - loss: 9.1828 - ccuracy 0.9293 - val_loss: 0.3916 - val_sccuracy

a
{ |« 107s a6ms/step - lows: 01161 - accuracy! 00609 - val_loss: 87551 - val_accuracy

Cpoah 1b/1e
/ e sssssssssnsssa] o 1% A%08s/tep - lows: 0.0740 ¢ sccuracy: @.9771 - val_loas: 0.3719 - val secwracy

from tensorflow.keras.models import load model

Detoctivo—load wodel ('Plant Dissass Detoction.hd")

from tensorflow.keras.preprocessing import image

import numpy as np

import matplotlib.pyplot as plt

import ov?

test_img-image.load img("F:/JetBrains/goeduhub training/PROJECTDATA
1/test_data/Tomato healthy/0d515778-6lef-4f0b-ab54-75607080220f RS HL
9745.3pg" , target size-(48,40))

plt.imshow(test img)

test _img=image.img to array(test img)

test_img=np.expand dims(test_img,axis=0)

rasul t=Nateation.pradiot (test_img)

a=result.argmax()

# print('a:’,a)

classcs—train gencrator.class indiccs

# print(classes)

# print(len(classes))

calegory=[]

for i in nlasses:

category.append(i)
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for i in range(len{classes)):
1if(i=a) :
output=categorylil
vulpul

Tomato_healthy

from tensorflow.keras.models import load model
Detection=load model(’Plant Disease Detection.nd’)
Froun Bapmerl ] p ke Tty SRl Ak
import matplotlib.pyplot as plt
import numpy as np
import cvz
test_img=image.load img("F:/JetRrains/goadnhub training/PROTECTNATA
1/test_data/Pepper bell healthy/1ddibl53-8ded-439f-8c9e-
c9970c6T7e642  JR HL 8163.jpg",target size-=(48,48))
Pli. lmshow (Lest lmg)
test_img=image.img to_array(test_img)
test_img=np.expand dims(test img,axis=0)
result=Detection.predict (test_ imq)
a=rcsull.arymax ()
# print('a’',a)
el train g tor.class_indices
category=[]
for i in claasca:
category.append (i)
for i in range(len(classes)):

if (i==a) :
cutput—catcgory [i]
output

Pepper_bell__healthy
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Brain Tumor Detection with Data Science

#Intialization of Program. bv Importing various LIbraries

import numpy as np

import matplotlib.pyplot a=s plt

# here we are working on Tensorflow version 2.1.0 so we need tTo write
tensorflow.kera=.

#keras iz in built function in Tensorflow.

import os

import tensorflow as tf

from tcnsorflow.kcras.prcproccssing.imagc import ImagcDataConcrator

from tensorflow.keras.layers import Dense, Input, Dropout,Flatten, Conv2D
from tensorflow.keras.layers import BatchNormalization, Activation,
MaxPooling2D

from tensorflow.keras.models import Model, Seguentlal

from tensorflow.keras.optimizers import Bdam

from tensorflow.keras.callbacks import ModelCheckpoint, ReduceLROnPlateau
from tensorflow.keras.utils import plot model

from IPython.display import SVG, Image

¥ For checking out that how many images are available in the train set we
can use import OS5
Lfor Lypos in us.lisldiz("F:/JolBrains/yuedubul Lrainiuy/PROJECTDATA
1/train set/"):

print(str(len(os.listdir("F:/JetBrains/goeduhub training/PROJECTDATA
1/train set/"+ types)))+" "+ types+' images')

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (285-296) © 2022 Scrivener
Publishing LLC
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import pandas as pd

import numpy as np

import seaborn as sns

import matplotlib.pyplot as plt

import cvz

from skimage import io

import tensorflow as tf

from tensorflow.python.keras import Sequential

from tensorflow.keras import layers, optimizers

from tensorflow.keras.applications.resnet50 import ResNet5@

fmrom Lensurllow.keras.layers impurl *

from tensorflow kerac models import Model

from tensorflow.keras.callbacks import EarlyStopping, ModelCheckpoint
from tensorflow.keras import backend as K

from sklearn.preprocessing import StandardScaler

Amatplotlib inline

# data containing path to Brain MRI and their corresponding mask
brain_df = pd.read_csv('/Healthcare AI Datasets/Brain_MRI/data_mask.csv")

<class 'pandas.core.frame.DataFrame'>
RangeIndex: 3929 entries, 0 to 3928
Data columns (total 4 columns):

# Column Non-Null Count Dtype

@ patient id 3929 non-null object
1 image path 3929 non-null object
2 mask_path 3929 non-null object
3 mask 3929 non-null int64
dtypes: int64(1), object(3)
memory usage: 122.9+ KB

brain_df.head(5)

pauent_ig Image_patn mask_pamn mask

0 TCGA CS 5395 19981004 TCGA CS 5395 19981004/TCGA CS 5395 19981004 181 TCGA CS 5395 19981004/TCGA CS 5395 19981004 1

1 TCGA CS_5395 19981004 TCGA CS 4944 20010208TCGA _CS 4944 20010208 181 TCGA CS_4944_200102087TCGA CS 4944 20010208 1_
2 TCGA_CS 5395 19981004 TCGA_CS 4041 10960000/TCGA_CS_494] 10960000 181 TCGA_CS_4941 10960000TCGA_CS_4941 19960900 1_
3 TCGA CS 5395 19981004 TCGA CS 4943 20000802/TCGA CS 4943 20000902 16 TCGA CS 4943 20000902/TCGA CS 4943 20000902 1
4 TCGA _CS 5395 19981004 TCGA_CS 5396 20010302/TCGA_CS_5396_2001030Z_Lut TCGA_CS_5396 20010302/TCGA_CS_5396_20010302 1 .

e o o 0 e
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brain_df[ 'mask’].value_caunts()

] 2556
1 1373
Name: mask, dtype: int64

image = cv2.imread(brain_df.image_path[1301])

plt.imshow(image)

50

100

150

200

250
0 50 100 150 200 250

imagel = cv2.imread(brain df.mask path[1301])
plt.imshow(imagel)
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cv2.imread(brain_df.mask _path[1301]).max()

Qutput: 255

cv2.imread(brain_df.mask_path[1301]).min()

Qutput: 0

count = @
fig, axs = plt.subplots(12, 3, figsize = (20, 50))
for i in range(len(brain df)):
if brain_df['mask'][i] ==1 and count <5:
img = 1o.imread(brain_dt.image_path|1])
axs[count][©0].title.set _text('Drain MRI')
avs[count][8] . imshow(img)

mask = io.imread(brain_df.mask _path[i])
axs[count][1].title.set text('Mask')
axs[count][1].imshow(mask, cmap = 'gray')

img[majk - 255] - (255, o, 0) #Red color
avc[raunt][?2] title cot_tevt('MRT with Mack')
axs| count || 2].imshow(img)

count+=1

fig.tight_layout()

Brain MRI Mask MRI with Mask
0

50 100 150 200 250 0 50 100 150 200 250 0 50 100 150 200 250
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# Drop the patient id column

brain_dl_Lrain = brain_dl.drop(columns = ["palienl_id"])

brain df train.shape

brain_df_train['mask'] = brain_df_train['mask'].apply(lambda x: str(x))

brain_df_train.info()

<class 'pandas.core.frame.DataFrame'>
RangeIndex: 3929 entries, 0 to 3928
Data columns (total 3 columns):

# Column Non-Null Count Dtype

® image path 3929 non-null object
1 maskiﬁath 3929 non null object
2 mask 3929 non-null object
dtypes: object(3)
memory usage: 92.2+ KB

# cplit the data into train and test data
from sklearn.model selection import train test split

train, test = train_test_split(brain_df_train, test_size = 6.15)

e ——

from keras_preprocessing.image import ImageDataGenerator

#Create a data generator which scales the data from @ to 1 and makes validation split of 0.15
datagen = ImageDataGenerator(rescale=1./255., validation_split = ©.15)

train_generator=datagen.flow_from_dataframe(
dalalrame=Liain,

directory= "./",

subset="training"”,
batch_size=le,
shuffle=True,

class _mode="categorical”,

targat_cizo-(256,256))

valid_generator=datagen.flow_from_dataframe(

dataframe=train,

directory= './',

x_col="image path’,

y col="mask"’,
subset="validation",
batch_size=16,
shuffle=True,

class mode="categorical™,

target_size=(256,256))
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# Create a data generator for test images

test datagen=ImageDataGenerator(rescale=1./255.)

testigenerator:testidatagen.FlowifromAdataFrame(
dataframe=test,

directory= './",

x_col="image path',

y_col="mask’,
batch_size=16,
shuttle=False,
class_mude="calegurical',
target cize—(256,256))

# Cat the RozNatfo baca modal (7

basemodel = ResNel58(weiphls = 'imagenel', include lop = False, inpul tensor = Tnpul(shape=(256,

basemodel. summary()

Model: "resnet50"

Layer (type) Qutput Shape Param # Connected to
input 1 (InputlLayer) [ (None, 256, 256, 3) ©

convl pad (ZeroPadding2D) (None, 262, 262, 3) © input 1[@][8)
convl conv (Conv2D) (None, 128, 128, 64) 9472 convl pad[e][0]
convi_bn (BatchNormalization] (None, 128, 128, 64) 256 convi_conv[8][8]
convl iclu {Aclivalion) {Nunc, 128, 128, 64) © vunvl bn[e][e]
pooll _pad (ZeroPadding2D) (None, 138, 120, 64) @& conul_relu[a][8]
pooll pool (MaxPooling2D) (None, 64, 64, 64) © pooll pad[@]1[0]
conv2 blockl 1 conv (Conv2D) (None, 64, 64, 64) 4160 pooll_pool[8][8]

# freeze the model weights
for layer in basemodel.layers:

layers . Lrainable = False

headmodel basemodel .output

headmodel = AveragePooling2D(pool_size = (4,4))(headmodel)
headmodel = Flatten(name= 'flatten')(headmodel)

headmodel = Dense(256, activation = “"relu")(headmodel)
headmodel Dropout(@.3) (headmodel)

headmodal Denca(256, activation = "ralu")(headmodal)
headmodel = Dropout(®.3)(headmodel)

headmodel = Dense(256, activation = "relu")(headmodel)
headmodel = Dropout(8.3)(headmodel)

headmodel Dense(2, activation = "sottmax’)(headmodel)

model = Madel (inputs = basemodel _input, outputs = headmodel)

model . summary ()
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average pooling2d (AveragePooli (None, 2, 2, 2048) (] conv5_block3 out[e][a]
flatten (Flatten) (None, 8192) ] average pooling2d[@][e]
dense (Dense) (None, 256) 2097408 flatten[0][B8]

dropout (Uropout) “(none, 230) i i§ ‘dense[v][0]

dense 1 (Densc) (Nonc, 256) 65792 dropout[0] [0]

dropout_1 (Dropout) (None. 256) ] dense_1l01101

dense 2 (Dense) (None, 256) 65792 dropout_1[a][a]
dropout_2 (Dropout) (None, 256) [ dense_2[0] [8]

dense 3 (Dense) {None, 2) 514 dropout _2]@][@]

# compile the model

model.compile(loss = 'categorical_crossentropy’, optimizer="adam', metrics= ["accuracy"])

# use early stopping to exit training if validation loss is not decreasing even after certain ep

earlystopping = karlyStopping(monitor="val loss’, mode="m 1, patience=28)

# save the model with least validation loss

checkpointer - ModelCheckpoint(filepath- ssifier-resnet-weights.hdf53", verbose-1, save best o

model.fit(train_generator, steps_per_epoch= train_generator.n // 16, epochs = 1, validation_datg

# make prediction

test_predict - model.predict(test_gencrator, steps — test _gencrator.n // 16, verbose -1)

# Obtain the predicted class from the model prediction

predict - []

for i in test_predict:
predict.append(str(np.argmax(1))})

predict = np.asarray(predict)

# Obtain the accuracy ot the model

Mrom sklearn.melrics imporl accuracy_score

accuracy = accuracy_score(original, predict)

accuracy

0.9826388888888888

from sklearn.metrics import classification_report

report = classification report(original, predict, labels = [0,1])

print(report)

precision recall fl-score support

0 0.98 0.99 0.99 365
1 .99 0.97 0.93 211
micro avg 0.98 0.98 ©.98 576
macro avg 0.98 0.98 .98 576

weighted avg 0.98 0.98 0.98 576
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# Get the dataframe containing MRIs which have masks associated with them.
brain_df_mask = brain_df[brain_df[ ‘'mask’] == 1]
brain_df_mask.shape

Qutput: (1373,1)

from sklearn.model_selection import train_test_split

X_train, X _val = train_test_split(brain_df _mask, test_size=0_15)
X_test, X val = train_test_split(X val, test_size=WY.5)

train_ids = list(X train.image path)
train_mask = list(X_train.mask_path)

val ids = list(X val.image path)
val mask= list(X_wval_mack_path)

# Utilities file contains the code for custom data generator

from utilities import DataGenerator

# create image generators
training_generator = DataGenerator(train_ids,train_mask)

validation_generator = DataGenerator(val ids,val mask)

def resblock(X, f):

# make a copy of input
X_copy = X

= Conv2D(f, kernel_size = (1,1) ,strides = (1,1),kernel_initializer ="he_normal’)(X)
= BatchNormalization()(X)
= Activation( 'relu’)(X)

= Conv2D(f, kernel_size = (3,3), strides =(1,1), padding = 'same’, kernel_initializer ='he
= BatchNormalization()(X)

_copy = Conv2D(f, kernel size = (1,1), strides =(1,1), kernel initializer ='he_normal’)(X_c{
X_ropy = BatchNormalization()(X_rapy)

# Adding the output trom main path and short path together
X = Add()([X,X _copy])

X = Activation('relu’)(X)

return X

def upsample concat(x, skip):
x = UpSampling2D((2,2))(x)
merge = Concatenate()([x, skip])

return merge
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input_shape = (256,256,3)

# Input toncon chapa

X_input = Input(input_shape)

# Stage 1

convl in = Conv2D(16,3,activation- 'relu', padding - 'same', kernel initializer ='he normal')(X_
convi_in = BatchNormalization()(convl_in)

convl_in = Conv2D(16,3,activation= 'relu’', padding = 'same’, kernel_initializer ='he_normal')(ca
convl in = BatchNormalization()}{convl in)

pool_1 = MaxPool2D(pool_size = (2,2))(convl_in)

# Stage 2
conv2_in = resblock(pool_1, 32)
pool_2 = MaxPool2D(pool_size = (2,2)){conv2_in)

# Stage 3
conv3_in = resblock(pool 2, 64)
pool_3 = MaxPool2D(pool_size = (2,2))(conv3_in)

# Stage 4
convd_in = resblock(pool 3, 128)
pool 4 = MaxPool2D(pool size = (2,2))(conva_in)

# Stage 5 (Bottle Neck)
resblock(pool 4, 256)

conv5 in
# Upscale stage 1
up_1 = upsample_concat(conv5_in, conv4_in)

up_1 = resblock{up_1, 128)

# Upscale stage 2

up_2 - upsample_concat(up_1, conv3_in)
up_2 = reshlock(up_2, 64)

# Upscale stage 3
up_3 = upsample_concat(up_2, conv2_in)
up 3 = resblock(up 3, 32)

# Upscale stage 4
up_4 = upsample concat(up_ 3, convl_in)

up_ 4 = resblock(up_4, 16)

# Final Output
output = Conv2D(1, (1,1), padding = “"same™, activation = "sigmoid")(up_4)

model seg = Model(inputs = X_input, outputs = output )
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# use early stopping to exit training if validation loss is not decreasing even after certain e

earlystopping = EarlyStopping(monitor='val loss', mode='min', verbose=1, patience=28)

# save Lhe besl model wilh lower validalion loss

checkpointer = ModelCheckpoint(filepath="ResUNet-weights.hdf5", verbose=1, save best only=True)

model_seg fit(training generator, epochs = 1, validation_data = validation_generator, callbacks

from utilities import prediction

# making prediction

image id, mask, has mask = prediction(test, model, model seg)

# creating a dataftrame tor the result
df pred = pd.DataFrame({'image path': image id,'predicted mask': mask,'has mask': has mask})

# Merge the dataframe containing predicted results with the original test data.
df_pred = test.merge(df_pred, on = "image path')
df pred.head()

image path mask_path  mask prodictad_mask  has magic

0 TCGAIIT_DI10S 10070727TCCA IIT_0106 10070727 741 TCGA IIT_0106_10070727/TCCA IIT_0106 10970727 7. o o mask o

1 TCOA_C3 3390 20010302TCOA_C3 3390 20010302 701 TCOA_C3 3390 _Z001030ZTCOA C3 339020010302 7 _ 0 VO ek o
(I8 B3940468-07]

2 TOGA_NI_AM0G 10MAIATOGA NI A9G 10830414 30 TORA_DI_ATHG 10RNLIATOGRA NI AI00_1GRIN41A_I0 1 [ G5ARNLA.OR| 1
[1.1406702

3 TCGA DU 7204 158301047TCGA_DU_7294 19890104 85 TCGA DU_7294 19890104TCGA DU _7294 19890104 8_ 0 No mask 0

4 TCGA HT 7602 19951103/TCGA HT 7602 19951103 18. TCGA HT 7602 1995110X/TCGA HT 7602 19951103 18. 0 o mask o

count = @

fig, axs = pli.subpluls(10, 5, ligsize=(30, 50))

for i in range(len(df pred)):

if df_pred['has_mask'][i] —— 1 and count < 5:

# read the images and convert them to RGB format
img - io.imread(df pred.image path[i])
img = cv2.cvtColor(img, cv2.COLOR BGR2RGB)
axs[count][0].title.set_text("Brain MRI")

axs[count][0].imshow(img)

# Obtain the mask for the image
mask = io.imrcad(df pred.mask path[i])
axs[count][1].title.set_text("Original Mask")

axs[count][1].imshow(mask)

# Obtain the predicted mask for the image

predicted mask = np.asarray(df_pred.predicted mask[i])[@].squeeze().
axs[count][2].title.cet text("AI Predicted Mask™)

axs[count][2].imshow(predicted_mask)
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# Apply the mask to the image "mask==255"
img[mask == 255] = (255, @, @)
axs[count][3].title.set_text("MRI with Original Mask (Ground Truth)")

axs[count][3].imshow(img)

img = io.imread(df_pred.image path[i])

img_ - cv2.cvtColor(img_, cv2.COLOR_BGR2RGB)
img_[predicted mask == 1] = (8, 255, @)
axs[count][4].title.set_text("MRI with AT Predicted Mask")
axs[count][4].imshow(img )

count += 1

~tight_layout()

Brain MRI Original Mask AlPredicted Mask MRI with Al Predicted Mask

MR with Original Mask (Ground Truth)
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Color Detection with Python

1. Pip install opencv-python numpy pandas

import argparse

B

an = argparse.BroumentParser()
ap.add argument('-i', '--image', required=True, help="Imags Path"

P

@

args — vars(ep -PGIJG*QXQJ ()l
= args["image"]

opencv

3

image

2 img = evl.imraad img path)
index=["coloxr", "color name", "hex",."R","G","B"]
k8 csv = pd.read esv('colors.esv'; names=index, header=None

L. cv2,.namedWindow ( "image")
2. cvZ,setMouseCallback|('image',draw_function)

1 def dzaw_hf'.mction-event, ®,v,flags,param)
PN 1I 8vent == CVZ.ELVENL LSULIUNDSLULK:
global b,g,x,%Xpos.ypos, clicked
clicked = True

Xpos = x

ypos = ¥
b,g,r = img(y,x]
8. b — int (k)

9. g = int (g)

0. r = int(r)

[

(TS

1 e

i. def getColoxrName (R, G,B):

A HEiNIimom = 19900

for i in range(len(csv)):

4. d = aba(R- int(esv.loc[i,"R"])) + abs (G- int(esv.loec[i, "G"]) |+
abo (B aAnt (cavilec[i;"B"]))

7 if (d<=minimum) :

minimum = d

i cnama = cegv_loc[i, "c:\vlcr_nan‘e" ]

O retarn cname

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (297-300) © 2022 Scrivener
Publishing LLC
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1. while(1):

B CVZ . 1mshow ("lmage™, 1mg) (&) ? E

3. if (clicked):

4. #cvZ.rectangle (image, startpoint; endpoint, color, thickness) -1
thickness fills resctangle entirely

5 cvZ.rectangle (img, (20,20), (750,60), (b,g,r), -1)

&.

(5 Creating text string to display ( Color name and RGB values )
&. text = getCoulourName (r,g,;b) + " R="+ sur(r) + ' G="+ =muri(g) + °
B='+ 3tz (b)

9.
10. fevd.putTaxt (img, toxt, staxrt, font (0-7), fontSeala, =oleor,
thickness, lineType, (opticnal bottomieft bool) )
ii. CvZ.pulIexs (ilmg, LEXL, (32,30),2,0.3,(233,233,233),2,Cv2.LINC_RR)
2 $For very light colours we will display text in black colour
13, 1if (r+g+b>=600) *
14. cv2.putText (img, text, (50,50),.2,0.8,(0,0,0),2,c92 . LINE AR)
T
le. clicked=ralse
8l 7Y
18, #Bzeak the loop whem ussr hits 'sse¢' key
19. if cvi.waictKey (20) &« OxFF ==2327:
29, bresk
Z1.

22. cw2.destroyAllWindows ()
| O pyvthon cclor_detectinn.py -i <add your image path here>

& coler, tectompy - B dmafle groctcocs detectem coke, Seteckongy (163
Fin DSt fermat Pun Ogtioms Window Help

import ©v2
numpy a: np
11 pandas as pd
argparse

#Creating argument parser to take image path from command line
ap = argparse.ArgumentParser ()

ap.add argument('-4', ' lmege', required=True, help="imags
ArYgs = vars (np.par;e_nrgs()l

limg_path = argo('imea=']

h")

#Reacding the image with opency
img = cvZ.imread(img_path)

#declaring global variables (are used later on)
clicked = Fal=i
re=g=h=xpos = ypos = 0

#tReading cav file with pandas and giving names to each column
index=| ™y Yeal zi:mm- ..r, R, T, |
csv = pd-:oad c;u{‘ o, mv:adﬁx, B
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salculate minimum cdistance from all colors and get the most
getColorName (R, G, B)
minimum = 10000

len{cav)):

int {cav.locf1,"®"])) + abs(G- int(csv.loc[i,"="]))+ abs(B- int(csv.loc[i,"8"]))
wam) v

minimum = d

cname = cav.loc{i,"celo: |

cname

|#function t e %,y coordinates of mo

% func (event, x,y,flags, param):

event == cv2.EVENT LBUTTONDBLCLK:
b g r, upan, gpas. olickad

clicked =

Xpos = x

yPos = Y

b,g.r = imgly.x]

b = int(b)

g = int(g)

£ = int(r)

double click

namedWindow (" lmags")
.aetMouseCallback (* imags" ,draw_function)

(1):

cv2, imshow ("1
(clicked) :

‘yimg)

réectangle (image, startpoint,

avl.rectangle (img, (20,20), (750,60),

t, eolor,
pt), =1)

{b,g

fCreating

tring 4 lay{ Color name and

seMame (r, g, b) + ' Ba'd werfe) + *

rout = gato:

fev2.putText (img, text,atart, font (0-7), fontScale, color, thickneas, 14
CVZ,puLText {1mg, TexT, (30,30),2,0.8, (293,259,290),2,CVi.LINE_AR)

#Far very light colours we will display
(c+g+b>=500) ¢
cvZ.purText (img, text, (50,50),2,0.8,(0,0,0),2,cv2.LINE_AAR)

t in black cclour
clicked=

$Break the loop when uasr h
cvl.waitKey (20) & OxEF =

cvl.destroyAllWindows ()

B image - o x
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Rodyal Blue (Traditional) R=3 G=9 B=97

= e

Bibliography

1. https://data-flair.training/blogs/project-in-python-colour-detection/

2. https://www.geeksforgeeks.org/multiple-color-detection-in-real-time-
using-python-opencv/

3. https://www.geeksforgeeks.org/detection-specific-colorblue-using-opencv-
python/
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Detecting Parkinson’s Disease

1. pip install numpy pandas sklearn xgboost

; 8 Ci\Users\DataFlair>jupyter lab

#DataFlair - Make necessary imports

import numpy as np

import pandas as pd

import os, sys

from sklearn.preprocessing import MinMaxScaler

from xgbuusl impurl XGBClassiflicr

from sklearn.model _selection import train_test_split
from sklearn.metrics import accuracy score

I MOVFSmeiAby) MOVRSAF MOVPPPO MuscOOF MOVFShmenes . ShimwnerDOA KR MNR stites

#DataFlair - Get the features and Labels
features=df.loc[:,df.columns!="status " J.values[:,1:]
labels=df_ loc[:, ‘status’].values

#putaFloir - Get the count of eoch lobel (@ ognd 1) in Labels

print(labels[labels==1].shape[@], labels[labels==8].shape[@])
147 48

#DotaFlair - Scale the featurez to between -1 and 1
scaler=MinHaxScaler({-1,1))
x=scaler.fit_tronsform(features)

y=labels

#oataFloir - Split the dataset
x_train,x test,y train,y test=train_test split(x, y, test size=8.2, random state=7)

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (301-302) © 2022 Scrivener
Publishing LLC
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#Dataflair - Train the model
model=XGBClassifier()
model.fit(x_train,y_train)

XGBClassifier(base_score=8.5, booster="ghtree’, colsample_bylevel=1,
colsample_bynode=1, colsample_bytree=1, gamma=@,
lesrning_rate=08.1, max_delta_step=@, max_depth=3,
min_child weight=1, missing=None, n_estimators=188, n_jobs=1,
nthread-None, objoctive-'binaryilogistic', rondom statc-0,
reg_alpha=@, reg_lambda=1, scale_pos_weight=1, seed=None,
silent=none, subsample=1, verbosity=1)

# DgtoFlair - Calculote the wgccuracy
y_pred=model.predict(x_test)
print(accuracy_score(y_test, y_pred)*109)

94.87179487179486
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Sentiment Analysis

Library(tidytext)
sentiments

word sentiment
ache negative
ached negative
aches negative
achey negative
achievable positive
achievement positive
achicvements posie
achievible positive
aching negatve
acrid negative
Pr 1 E & 7 8 i

get_sentimente(“hing™)

word sentiment
2faces negative
abnormal negative
abolish negative
abominable negative
abominably negative
abominate nagative
abomination negative
ahort nagative
aborted negative
ahnrts negative

1 2 3 4 5 6 _ 100 Next

library(janeaustenr)
library(stringr)
library(tidytext)

tidy data <- austen_books() %%
group_by(book) =%
mutate(linenumber = row number(),
chapter = cumsum{str detect{text, regex({~“chapter [\\diwalc]®,
ignore_case - TRUE)))) %%
ungroupl) %%
unnest_tokensiword. text)

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (303-306) © 2022 Scrivener
Publishing LLC
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positive senti <- get sentiments{"bing”) %>%
Tilter(sentiment == “pusitive )

tidy dats Wi
filter(book == “Emma®) %%
semi join{positive senti) %%
count{word, sort = TRUE)

Joining, by = "word"

SRR S TR

1-10 of 668 rows

Library(tidyr)

bing < get sentiments(“bing*)

Emma_sentiment <- tidy data %%
inner_joinibing) %%

Previous

count(book = "Emms” , index = linenumber %/% 86, zentiment) %%

apreed{sentiment, n, fill - 0) %%
mutate(sentiment = positive - negative)

libraryl{ggplot2)

gaplot{Esma_sentiment, aes(index, sentiment, fill = book)) +

geom_bar{stat = “identity*, show.legend = TRUE) +
facet_wrap{-book, ncol = 2, scales = “free x°)

3

2

3

4

5

6

S~
401
359
264

173
129
125
17

115

67 Next
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150-

100-

50-

sentiment

0 50

100 150
index

counting words <- tidy data %%
dnoer_juin{bing) %%
count{word, sentiment, sort = TRUE)

Joining, by = "word”

head{counting words)

word sentiment
miss negative
weell positive
good positive
great posiive
like positive
bewer positve
T

B 1ows

counting words %%
filterin = 130) =%
mutate(n - ifelselsentiment == “negative™, -n, n)) %%
mutate(word = reorder{word. n)) %%
ggplotiaes{word, n, fill = sentiment))e
geom col() +
coord_flip{) +
labs(y = "Sentiment Score”)

200

book

[ Emma

Hide

1855
1523
1380

901

725
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wel| =
good =
great =
like =
better -
appy =
leat 5
h:?ppmess -
right =

est =
com}%ort -

sentiment

. negative
. positive

nlnmql

anxnmis -

scarcely =

ad -

. afraid «

impossible =
0|

O
33
28

A

o-

1000

-2000 -1000
Sentiment Score

Llibrary(reshape2)
library(wordcloud)
tidy data %%
inner_join(bing) %%
count{word, sentiment, sort = TRUE) %%

acast(word ~ sentiment, value.var = "n*, fill = 0] %%
comparison.cloud{colors = c(“red*, “dark green'),
max.words = 108)

Joining, by = "word"
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Road Lane Line Detection

1 import

import
inport
import
imporc

oom ok

matplotlib.pyplot as plt

numpy as np
cv2
o=
matplotlib.image as mpimg

from moviepy.editor import VidecFileClip

o

import

math

2. Apply frame masking and find region of interest:

1. def imntcrcotcd Icglon(img, veItices):

s if len(img.shape) > 2:
mask color ignore = (255,) * img.shape[2]
alse:

mask color ignore = 255

cv2.fillPoly(np.zeros like(img), vertices, mask color ignore)

B return cvZ.bitwise_ and(img, np.zercs_like (img))

3. Conversion of pixels to a line in Hough Transform space:

1% def hough lines(img. rho. ctheta; threshold. min line len, max line gapl:

2. lines

= cvz.HoughLinesP (img, ¥Yho, theta, cthreshold, np.array([]).

minLineLength=min line len, maxLineGap=max line gap)

3. line img = np.zeros((img.shape[0], img.shapeil], 3), dtype=np.uwint8)

4 1ines drawn (line _img, 1ine=s)

5. return line img

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (307-316) © 2022 Scrivener

Publishing LLC
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4. Create two lines in each frame after Hough transform:

L. dcf linco drawn (imgy linco; coloz—[255, 9, 0], thickacoo—6):

2 global cache <> m = E
3. global first frame

4. slope 1, slope r =

5. lane 1,lane &= [],[]

&.

T o =0.2

g. for lime in lines:

< for x1,y1,x2,y2 in line:

10. siope = (¥2-y1)/ (Xz-X1)
11, if slope > 0.4:

12, slope r.append(glape)
18 lane x.append(line)
14. elif slope < -0.4:

15. ainpe_1.append (s1npe)

lane_1.append(line)

img.ohaps [0] — miniyi,y2;,img.chapc[0])

if| [l:n[lnn:_l\ == f) or [1:n-lanl:_rw = 0))s
print ('no lane decected’)

return 1
2L slope mean 1 = np.mean(slope 1l,axis =0)
22, slope_mean_r = np.mean(slope_r,axia =0)
23, mean 1 = np.mean(np.array(lane l),axis=0)
24. mean r = np.mean(np.array(lane_r),axis=0)
25
26, if ((slepe mean x —— 0) oxr (slope mean 1 —— 0 )):

print("dividing by zezo')
return 1

it x1 1 = int((img.shepe[0] - mean 1[0][1] - (slope mean 1 * mean 1([0]
[0]1))/slope mean 1)

31. X2 1 = int( (img.shape({0] - mean 1{0][1] - (slope mean 1 * mean 1[0)
[0]))/slope mean 1)

32 ¥1 r = int((img.shape[0] - mean r[D - (slope mean r * mean r[0]
[0]))/slope mean rx)

33. x2 r = int((img.shape{0] - mean xr{0][1] - (slope mean r * mean r{0]
[0]1))/=slope mean r)
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if x1 1 > xl =
®1 1 = dine( (%l el ¥)/2)

x1z=x11

¥l 1 =int((slope mean 1 = %1 1 ) + mean 1{0][1] - (slope_mean 1 =
mean 1[0][0]))
0. ¥l r = inc((slope mean r = %1 ¥ ) + mean r(0] (1] - (slope mean r =
mean_r 011011}
41. v2 1 = int((slope mean 1 = %2 1 ) + mean 1[0] [1] - (slope mean 1 =
mcan 1[0] [61)) - - - & i -
42. ¥2 r = int((slope mean r * x2 ¥ ) + mean xr[0][1] - (slope mean r *
mean_T(01(01)) - = - o - -

else:
¥l 1 = img.shape[0]
yJ_\ = imgy.shapa[N]
vl r = img.shape[0]
yz:r = img.shape([9Q]

e
0

43, present frame =
no.arravilxl 1.vl 1.x2 1,v2 1.x1 r.vl r,x2 r.v2 ril.dcvpe ="float32")

Ji. if fizsv Lfrzame — 1;

next frame = present frame

5 first frame = 0
5 elzse :
85 prev_frame = cache
56. next [rame = (l1-u)~prev_Irame+o*presenc I[rame
= £ it 2=
58. cv2.line (img, (int (next frame[0]), int(next_ frame[1])),
(int (acxt_fzamc [Z2]) ,int (acxt_framc[3]) ), celoxr, thickacoss)

w
w

cv2.line (img, (int(next frame[4]), inc(nexc frame[5])),

(int inext_frame[6&]),int (next frame[7])), color, thickmess)

o o,

. cache = next frame

5. Process each frame of video to detect lane:

def weighted img(img, initial amg, o=0.8, P=1., A=0.):
return cv2.addWeighted(initial img, o, img, B, A)

PO S
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5 def process_image(image):
global first frame

gray image = cv2.cvtColor(image, cv2.COLOR BGR2GRRY)
img hsv = cv2.cvtColor (image, cv2.COLOR RGBZHIV)

3 luw:;._yr_':l.luw = ap.array ({20, 1909, 100}, duype — "ululcldi™)
14. upper_yellow = np.arrayi[30, 255, 255]; dtype="uinti")

mask vellow = cvZ.inRange (img _hsv, lower vellow, upper_vellow)
mask white = cv2.inRange (gray image, 200, 255)

18, mask yw — ov2.bitwioc ox (moask whicc, mask ycllow)

mask yw image = cv2.bitwise and(gray image, mask yw)

oo

gauss gray= cvZ.GaussianBlur (mask vw image, (5, 5), 0)

Wb

canny edges=cvi.Canny (gauss_gray, 50, 150)

imshape = image.shape
lower left = [imshape(1]/9,imshape[0]]
lower right = [imshape([l]-imshape [11/8,imshape(0]]
top_ lafe = | + [1]/2—imsh f21/8,4 (01 /3+imahapa{0]/10)
top right = [imshape[l]/2+imshapeil}/8,imshape([0]/2+imshape([0]/10]
vertices =

inp.array([lower left,top left,top right,lower right],dtype=np.int32) ]

D R e
4 o Ul e

I

roi_ image = interested region(canny edges, vertices)

S B

theta = np.pi/180

[FVRR U U Y

-1 on

line image = hough lines(roi_image, 4, theta, 30, 100, 180)
result = weighted img(line_image, image, 0=0.8, B=1., X=0.)
return result

[

6. Clip the input video to frames and get the resultant output video file:

first frame = 1
white output = '__path_tao_output_file '

5]

Clipl — VideoFileClip(”  path Lu input file ™)
white clip = clipl.fl image (process image)
white clip.write videofile(white output, audioc=False)

[0

s
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Code for Lane Line Detection Project GUT:

L. import ctkinter as tk

2 from tkintar import =

3 import cv2

4, rfrom FIL 1import Image, ImageIk
5. import os

. import numpy as np

3. global last framci

10. last framel = np.zexos| (480, 640, 3), dtype=np.uintc§)
11. global last framez

12. last frameZ = np.zexrcs| (480, 640, 3), dtype=np.uinch)
13. global capl

14 global cap2?

i5. capl = cv2.VideoCapture("path to input test wideol)
16, capz — L_vZ.VidcuCnyL'_u.:\"l.clL:‘:Lu:;c:.alznub_;nnc__ltl.cu\.:d_vJ'.\.h:u"'i
18, def show wvid():

1 if not capl.isOpened():

20, print ("cant open the cameral'”)

a3 flagl, framel = capl_raead()

22, framel = cv2.resize(framel, (400,500))

z3. 1L Ilagl 15 None:

24. print ("Major error!")

25. elif flagl:

286. global last framel

27 last framel = framel.copy()

as. pio = ov2.eveColoxr (lase_f£ramcl, ovd.COLOR BCRINCE)
28. img = Image.fromarray(pic)

30. imgtk = Imagelk.Pactolmage (image=img)

3l. Imain.imgtk = imgtk

32. lmzin.configure (image=imgtk)

33. lmain.afcex (10, show_vidl

34.

35.

36. def show wida():

if not capz.isOpened|):
print ("cant open the camera2"™)

39. flag2, frame2 = cap2.read()

40, frame2 = ovZ.resize(frame2, (400,500]})

4L, if flag2 is None:

42. print ("Major error2!'"™)

43, elif flag2:

44, global last_frame2

45, last frameZ = frame2.copy()

48, picZz = ev2.cvrColox njlas':_frmez, cv2 .COLOR_BGRERGBI
47. img2 = Image.fromarrayipic2)

42 img2tk = ImageTk.PhotolImage (image=img2)
49, Imain2.img2tk = img2tk

50 1mainz.configure (image=imgZtk)

51 ImainZ.aftcexr (10, shclw_vidZ)

o
[
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w
G

if _neme_ == '_ main ':

o4, zoot—tk.Tk()
554 lmain = tk.Label (master=root)
58. Imain2 = tk.Label (master=root]
£7
58. Imain.pack(side = LEFT)
59, lmain2.packigide = RIGHT)
&0 root _title (Plana-lina datesctionl)
61. root.geometry ("900x700+100+10™)
62. exitbutton = Button(root, text='Quit',fg="red",command=
root.destroy) .packiside = BOTICM,)
63. show wvidi)
4. show _vid2 ()
AR ront..mainlnnn ()
£8. cap.release ()

: Jupyter guipy« oszsmodo

Fila FEdit View  Language

import tkinter as tk
from tlhintox impert +

import cv2

from PIL import Image, ImageTk
import os

import mumpy as np

global last framel #creating global
lasc_framel™= np.zeros((420, &40, 3), doype=np.uintcs)

global last frameZ fore=ating glcbal
last framel — np.sezes{ (482, £40, 2), dtypo—ap.uintd)

global capl

global cap2

capl = cv2.VideoCapture ("./input2.mpi")

cap2 = ova2.VideoCaprure("./output2.mpd")

def show wid():

if not capl.isCpened():
prict("cant open the cameral”)

flagl, framel = capl.read()

framal — svd rasize (framal, (§040, 500))

if flagl is None:
print ("Major error!")

elif flagl:
global lasc_fremel
'|=n1-_Fv-=na1 = Framal ~apwri)
pic = cvi.cvtColor(last framel, cv2.COLCR BER2REGB)
img = Image.fromarray(pic)
imgti = lmagelk.FPhRoTolmage (1mage=1mg)
Imain.imgtk — imgtk
Imain menfigure (image=imgri)

Imain.after (10, show vid)

def show vid2():

if not cap2.isOpened():
print("cant open the camera2")
flag2, frame2 = cap2.read()
frame2 = cva.resize (frameZ, (800,500))
if flayZ is None:
print ("Major erroxl!"™)
elif flag2:
global last frame2
last frame2 = frame2.copv()
pic2 = cv2.cvtColor{last frame2, cv2.CCLCR BERZRGB)
img2 = Image.fromaxzray(picl)
img2tk = ImageTk.PhotoImage {image=img2)
Imain2.img2tk = imgZtk
imain2 .configure (image=img2ck)
imain2.after (10, show_vid2)

variable

variable
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if name — ' main ':
TrAnt=rik.Tk{) -
img = ImageTk.PhotaImage (Image.open("logo.png™))
heading = Label (root,image=img, text="Lane-Line Detection")
¢ heading.configure (background='#CDCDCD' , foreground="#364156")
heading.pack()
neagingz=Label (00T, TEXT="Lane-Llne Detection”,pady=i0, IONT=('arial‘,$s,'pDoia’})
headingZ?.configure (foreground="#364156")
headingl.paclk()
Irain = tk.Label (master=root)
imain2 = tk.Label (master=root)

imain.pack(side = LEFT)

lmain2 .pack(zide = RIGHT)
raot.title("Lane-line detection®)
Irogt.geometry ("1230x900+100+10")

exitbucton = BUTTOR(I0OT, TeXt='Quit’',fg="red",COmNand=  roOT.destroy).pack(side = BOTTOM,)
show_vid()

show_vid2i{)

root.mainloop()

cap.release()

: Jupyter main.pys 06/26/2020

Fila  Edit  View  Languags

import matplotlib.pvplot as plt

import numpy as np

import cv2

import os

import matplotlib.image as mpimg

from moviepv.editor import VideoFileClip
import math

TR BT S ]

o

]

Y D 0

def interested region(img, vertices):
if len(img.shape) > 2:
mask color ignore = (255,) * img.shape([2]
else:
mask color ignore = 255

b
[P

&

cv2.fil1Poly(np.zeros like (img), vertices,; mask color ignore)
return cvZ.bitwise and(img, mask)

lines drawn(img, lines, coloxr—[255, 0, 0], thickness—§):
global cache

global firat frama

slope 1, slope r = [1,[]

lane 1 lane r = [].10]

k

R

I CRC RO
B

1 on L

o =0.2

for line in lines:
for x1,v1l,x2,v2 in line:

slope = (y2-wi1)/(x2-x1)

if slope > 0.4:
slope_r.append (slope)
lane r.append(line)

elif slope < -0.4:
slope_l.append(slope)

: .|.ane_I. append (1line)
37T 2z
30 img.shepe(0] — min(yl,y2,img.shape[0])

in chalisnge vigeo rrom aiviaing by z=ro
0) or (len(lane r) = 0)):

£ ("no leow detwcted')

ratarn 1
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’Q

slope mean 1 np.mean (slope 1,axis =0)
slope mean r = np.mean(alope_r,axis =0)
mean 1 - np.mcan{np.axrzay(lanc 1),axis=3)
mean_r = np.mean(np.arvay{lans_r),awia=i)

if t(.slape mean ¥ = 0) or [slupe mean 1 =40 )):
p—u‘t('d_vxrilnq by zero'})

relurn I
%1 _1 = inc((img.shape(D] - mean 1({01[1]1 - (slope_mean 1 * mean 1{01i01)}/slope_mean 1)
%2 1 = int((img.shape[0] — mean 1[0][1] - (slope mean 1 * mean 1[0][0]))/slops mean 1)
%1 r = int((img.shape[0] - mean r{0][1} - (slope mean r * mean r{d][0]))/slop= mean r)
%2 r = int((img.shape|[0] - mean r(O0]|1] - (slr.vpeimeanﬁr * mean r|d](o]) }Ialnpeimeunir)
£33
ifx11>xtx

xl 1= :.“r.[[xz L+x1 r)/2)

X1y = %11

¥i_ 1 = INT((Si0pe mMean 1 * X1 1 } + Mean 1|Uj|ij - (S10pe mean L = mean Ljuj|ujj}

¥l © = int((salope mean r * %1 r ) | mean z[0][1] (3lope mean r * mean x[0][0]))

¥2_1 = int{{alope mean_1 * 23 1 } + mean 1[0](1] - (slaps_mean_1 + wean_1[0][5]))

¥2 xr = 121[(530937“5&71‘ * %2 r ) +mean T[0][1] - (slopeineamfx * mean r[0][0]))

¥l 1 = img.shape(0]
g ¥2 1 = img. :m:pel-i]
¥t = img.ehapeio
¥vi_r = imgy.shapsil)

present frame = np.array(ixl 1,yi I,x2 3,yE 1.x1 r,y1 r,x2 t,yd r],dvype ="flcac¥l®)

i firet frame =
oext_frame = p!eua'. frame

firas_frame = =

alen
prev_frame - cache
next_frame = |i-0) *prev_framesaspresent_frame

ev2.linefimg, (
cv2.lise(imy, (

(nexz_frame[l]),
{BexT_frame(4]),

next_frame(i]ii,
next_frame[3])},

{next_frame(l]
(next_frame(d]),

(naxt_framel3])},
(next_frame{7})),

oz, thickness)

cache = gagt frame

daf bough_li thats, threshold, min ll."q len, max line _gap) ¢
lines = aF (1mg, Tho, i chreshzld, np.array(|]), manlinelengthi-min_line lem,

mamlincfap-man_line_gap
lioe img = zp.zezceliing.shapelll, img.shape[l], 3), dtypesnp.uintd)
lizes_drawn(line_img, 1ines)
rotmin liae_img

e

-

weighted img(img, in
TEtUTT TV .acOWeIgD

al_img, o=0.3, B=l., M=3.)¢
130Ttial 3wy, ™, 3mg, 0 K)

BRT PrOCONI_INAJE [IEAJE) ¢
-global first frame

gEay_tWage = cvl.cvefoler(image, ovd.COLOmsan ={0][1) - |slcpe mess = » maan (] [2)) GRISRAY)
-img_kav « evi,cvclolstiimage, covi . COLOR_AGRINSV)

-lcmez_yellum - ap.azzay([20; 100, 100], dtype — "uintld")
«upper yellow = np.array([30, 255, 255], dtype="uintg")

«;mask yellow = cvZ.inRange(img hsv, lower yellow, upper yellow)
“pask_white = cvi.inRange(gray image, 200, 233)

“WMESK_YW = CVZ.D1TW1SE OI (MasSK whlte, Mask yellow)
‘WASK_YW_imags — cva -bictwise and(gray_imsages, maszk_yw)

~gauss_gray= ove.GaussianBlur(mask yw_image, (5, 3), 2)

‘canny edges=cv2.Canny(gauss_gray, 52, 130)

«imshape = image.shape

«lower left = [imshape[1]/3,imshape(d]]

“lower right = [imsh {i]-imsh [11/%,imsh [011

*top left = [imshape[1]/2-ims} [211/%, imst [01/2+1 e1/101

Tep_wight — [imsh [2)/244 [2]/8,iman 191 /212man [21/12]

svertices = [np.arrav([lower left,top left,top richt,lower right],dtvpe=np.int32)]
sroi image = interested region(canny edges, vertices)

«theta = np.p1/180

.line_imqe = hauqh_lin!a(rni_jmge, 4, theta, 34, 1

«result = weighted img(line_ image, image, @=0.2, B=1
‘return result

180)
. A=0.}
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Fake News Detection

pip install numpy pandas sklearn

C:\Users\DataFlair>jupyter lab

#DataFlair - Make necessary imports

import numpy as np

import pandas as pd

import itertools

from sklearn.model selection import train test split

from sklearn.feature_extraction.text import TfidfVectorizer
from sklearn.linear_model import PassivelggressiveClassifier
from sklearn.metrics import accuracy score, confusion matrix

PRead the doto
dfepd.read_csv( D:\\DataFlair\\news.csv')

#Get shape ond head

df.chape
df .head()

Unnamed: 0 title text
o 21476 ¥ou Can Smell Hitlary's Fear Danie! Greanfald a Shilman Joumaliem Felie
1 10284  Watch The Exact Moment Paul Ryan Committed Pel.. Google Pinterest Digg Linkadin Reddit Stumbleu—
2 3608 Kerry to go to Paris in gesture of sympathy US, Secretary of State John F. Kerry said Mon.
3 10142 Bernie supporters on Twitter eruptin anger 5g.. — Kaydee King (@KaydeeKing) November 9, 2016 T..
4 e7s The Battle of New Vorke Why This Primary Matters It's primary day in New York and front runnars

#DataFlair - Get the Labels
labels=df.label
labels.head()

e FAKE
1 FAKE
2 REAL
= FAKE
4 REAL

Name: label, dtype: object

#nataFlair - Split the dataset

FAKE
FAKE

AL
FAKE

REAL

x_train,x_test,y train,y teststrain_test split(df[’text’], labels, test sizes2.2, random states7)

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (317-318) © 2022 Scrivener

Publishing LLC
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#DataFlair - Initialize a TfidfVectorizer
tfidf_vectorizer=TfidfVectorizer(stop_words="englich', max_df=8.7)

#DataFlair - Fit and transform train set, transform test set
tfidf_train=tfidf_vectorizer.fit_transform{x_train)
tfidf_test=tfidf_vectorizer.transform(x_test)

#DataFlair - Initialize a PassiveAggressiveClassifier
pac=PassiveAggressiveClassifier{max_iter=50)
pac.fit(tfidf train,y_train)

#DataFlair - Predict on the test set aond calculate accuracy
y_pred=pac.predict(tfidf_ test)
score=accuracy_score(y_test,y pred)

print (f'Accuracy: {round{score*18@,2)}%')

Accuracy: 92.82%
#Dataflair - Build confusion matrix
confusion_matrix(y_test,y pred, labels=['FAKE','REAL'])

[7]: array([[589, 49],
[ 42, 587]], dtype-int&4)

Bibliography

1. https://data-flair.training/blogs/advanced-python-project-detecting-fake-
news/
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Speech Emotion Recognition

R C:\Users\DataFlair>jupvter lab

¥ pip install librosa socundfile numpv sklearn pvaudio

Toyroes 7

w Eapert teain_tent_split
ARgort MLPCLaTsirLer
} mpoet srcoraty scors

#Datafleir - Extract features (mfce, chromo, mel) from a sound file
def extract_feature(file_name, mfcc, chroma, mel):
with soundfile.SoundFile(file_name) as sound_file:
X = sound_file.read(dtype="float32")
ssmple_rate=sound_file.samplerste
if chroma:
stft=np.abs(librosa.stfe (X))
result=np.array([])
if mfcc:
mfccs=np.mean(librosa.feature.mfcc(y=X, sr=sample rate, n_mfcc=48).T, axis=0)
result=np.hstack( (result, mfccs))
if chroma:
chroma=np.mean(librosa.featura.chroma_stft(S=stft, sr=sample_rate).T,axis=@)
result=np.hstack{(result, chroms))
if mel:
mel=np.mean(librosa. feature.melspectrogram(X, sr=sample rate).T,axis=@)
result=np.hstack((result, mel))
return result

#DataFlair - Emotions in the RAVDESS dataset
emotians={

‘as': "angry’,
‘86" : "fearful’,
97" :"disgust’®,
'@8': "surprised’
b !
I3

#DataFlair - Emotions to observe
observed_emotions=['calm’, ‘happy', ‘fearful', ‘'disgust']

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (319-322) © 2022 Scrivener
Publishing LLC
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7is PC » Local Disk (D) » DataFlair » ravdessdata »

~
MName

| Actor.01
| | Actor 02
|| Actor 03
| | Actor 04
|| Actor 03
|| Actor 06

| Actor 07
| Actor 08
| Actor 09
.| Actor 10
|| Actor_11
| Actor 12
| Actor_13
|| Actor_14
., Actor_15
| Actor_16
| Actor 17
_, Actor_18
. Actor 19
| Actor_20
; Actor 21
.| Actor 22
_] Actor 23
[} Actor 24

Date modified

/472010 12:14 PM
9/472018 1214 PM
8/4/2018 1214 PM
9/4/201912:14 PM
9/4/2019 1214 PM
9/4/2019 1Z:14 PM
9/4/20182 1214 PM
9472019 1214 PM
9/4/2013 1214 PM
9472018 1214 PM
9/4/2012 12114 PM
9/4/2019 1214 PM
974720191214 PM
8/4/2018 12214 PM
Y/472018 1214 PM
9/4/72019 1214 PM
9/4/2019 1214 PM
9472015 1214 PM
9/4/2013 1214 PM
9/472019 1214 PM

/4/2013 1214 PM
9/4/2018 1214 PM
9/4/2019 1214 PM
9/4/2018 1214 PM

isPC » Local Disk (D) » DataFlair » ravdessdata » Actor 01

-~

Name = Title

03-01-01-01-01-01-01
[&] 03-01-01-01-01-02-01
03-01-01-01-02-01-01
[ 03-01-01-01-02.02-01
03-01-02-01-01-01-01
[©] 03-01-02-01-01-02-01
@l 03-01-02-01-02-01-01

Type

File folder
File folder
File folder
File folder
File folder
File folder
File folder
File folder
File folder
File folder
File folder
File folder
File folder
File folder
File tolder
Filc folder
File folder
File folder
File folder
File folder
File folder
File folder
File folder
File folder

Co
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#DataFlair Load the data and cxtract features for cach sound file
def load data(test size=8.2):

% ¥=11s11]
for file in glob.glob("D:\\DataFlair\\ravdess data\\Actor_*\\*.wav"):

file_name=o0s.path.basename(file)
smatian-smotions[Fila_name.cplit("-")[2]]
if emotion not in observed_emotions:

conlinue
feature=extract_feature(file, mfcc=True, chroma=True, mel=True)
x.azppend{feature)
y.append{emotion)

5): #&DatarFlair Split the dataset

x_train,x_test,y train,y_test=load_data(test_size=0.25)

§]: #DataFlair - Get the shape of the training and testing dotasets
print({x_train.shape[@], x_test.shape[@]))

(576, 192)

[7 #DataFlalr - Get the number of features extracted
print(f'Features extracted: {x_train.shape[1]}")

Features extracted: 180

=oatariwic

toiciolize thc Miltl Layir Peiceptron Clussifie

321

return train_test split(np.array(x), y, test_size=test size, random_state=9)

model-iPClassifier (alpha-2.81, batch_size-i56, epsilon-1e-28, hidden_lsyer_sizes-(309,), learning rates"adaptive’, wan_iter-5e@

#DataFlair - Train the model
model.fit(x_train,y train)

MLPClassifier(activation="relu', alphs=0.81, batch_size=256, beta 1=6.9,

beta_2=8.999, early_stopping=False, epsilon=1e-88,
hidden_layer sizes=(3@0.)., learning_rate="adaptive’.
lesrning_rate_init=0.001, max_iter=500, momentum=0.%,
n_iter_no_change-18, nesterowvs_momentum-True, power_t-8.5;
random_state=None, shuffle=True, solver='adam', tol=0.6001,
validation_fraction=0.1, verbose=False, warm_start=False)

[10 #DataFlair Predict for the test sct
y_pred=model.predict(x_test)

#DataFlair - Calculate the accuracy of our model

accuracy=accuracy_score(y_true=y_test, y pred=y pred)

#DatafFlair - Print the accuracy
print("Accuracy: {:.2f}%¥".format(accuracy*10a))

Accuracy: 72.40%
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Gender and Age Detection
with Data Science

Steps to Develop Age and Gender Detection Project

1. Transferring the information

import os
from google.colab import drive
drive.mount( '/ /drive')

os.chdir(’

2. Import the fundamental libraries for stacking and survey information:

Numpy: for working with the information, cleaning it, arranging it in the
necessary way and erasing immaterial information.

Pandas: for perusing the dataset csv documents.

Matplotlib: for plotting the charts and showing pictures within the colab
console alongside seaborn.

Opencv and PIL: for working with pictures resizing it, formating it for the
model and stuff.

import numpy as np

import pandas as pd

import matplotlib.pyplot as plt
import seaborn as sns

import cv2

from PIL import Image

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (323-340) © 2022 Scrivener
Publishing LLC
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3. Peruse the Data

ToldU = pd.read_csv( Ad
.sep = "\t" )

foldl = pd.read_csv("
(Sep = “\17)

fold? = pd.read csv("Ad
rSepi=au\td)

fold3 = pd.read_csv("Ac

.sep = "\t")
fold4 = pd.read_csv("Ad
,sep = "\t)

total data = pd.concat([fold0, foldl, fold2, fold3, fold4],

print{total_data.shape)
total_data.info()

(19370, 12)

<tlass ‘pandas.cure.frame.DdlaFrame’ >
RangeIndex: 19378 entries, @ to 19369
Data columns (total 12 columns):
Non-Null Count

#  Column

user_id
original_image
face_id

age

gender

X

y

dx

dy

tilt_ang
fiducial_yaw_angle
11 fiducial_score

PO XNV A WNRERE D

®

19370
19370
19370

dtypes: int64(8), object(4)

memory usage: 1.8+ MB

non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null

ignore_index=True)

obhject
object
int64
object
object
inte4
inté4
int64
inted
int64
int64
int64
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Print the best 5 records from the dataframeusing.head() work,
confirming the information structure.

1 total_data.head()

user_id original_image face id  age gender x y dx dy tilt ang fiducial_yaw_ angle fiducial score
0 30601258@N03  10300646885_67c7d2041_o.jpg 1 (25,32) f 0 414 1086 1383 -115 30 17
1 30601258@N03  10424815813_ed4628blec_o.jpg 2 (25,32) m 301 105 640 641 ] 0 94
2 30801258@N03 10437079845 _59355e4026_ojpg 1 (25.32) 1 2395 876 771 TN 175 30 7
3 00601258@N03  10437079845_5085be4b26_o jpg 3 (25 32) m 752 1255 484 485 180 0 47
4 J0601258@N03  11616644924_075C308059_0,jpG 2z (25.92) m 15 80 769 768 -5 0 3

Plot a visual chart for orientation esteems. This will imagine the
difference in information just as outline of what the orientation
information holds.

gender = ['T°,’ m" ,"u’]
plt.bar(gender, total_data.gender.value_counts(), align

plt.show()

8000 -

6000 -

4000

2000
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4. Import the essential modules for model structure

import tensorflow as tf

from keras.models ort Sequential

from keras.layers import Conv2D, MaxPooling2D, Activation, Dropout, Flatten,
Dense, Dropout, LayerNormalization

from keras.preprocessing.image import ImageDataGenerator, img to_array, load_img

‘+total data.user_id
-loc[0]+"/ ed_ str(total_data.face_id.loc[0])+"."
+total_data.original_image.loc[U]
img - load_img(path)
plt.imshow(img)
plt.show()

0 100 200 300 400 500 600 700
5. Utilize the important information and guide them

imp_data = total_data[[ s Xy L, "11.copy()
imp_data.into()

img path = []
for row in total_data.iterros
path ! "+row[1] .user_id+"
rrow[1]
.original image
img_path.append(path)

imp_data[’ : img_path
imp_data.head()
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[» <class 'pandas.core.frame.DataFrame'>
RangeIndex: 1937@ entries, @ to 19369
Data columns (total & columns):

# Column Non-Null Count Dtype

0 age 19370 non-null object
1 gender 18591 non-null object
2 19378 non-null int64
8 ¥ 19370 non-null int64
4 dx 19370 non-null int64
5 dy 19370 non-null int64

dtypes: int64(4), object(2)
memory usage: 9088.1+ KB

age gender x ' dx dy img path
0 (ig) f 0 414 1086 1383 AdienceBenchmarkGenderAndAgeClassification/fac...
1 (gg) m 301 105 640 641 AdienceBenchmarkGenderAndAgeClassificalion/fac...
2 ‘ggi f 2305 876 771 771 AdienceBenchmarkGenderAndAgeClassification/fac...

age_mapping dict = {each[0]: each[1] for each in age_mapping}
drop_labels = []
fur idx, each in enuner dte(inyg_ddatd.age):
if each == He
drop_labels.append(idx)
else:
imp_data.age.loc[idx] = age_mapping _dict[each]

2
3
4
5
6
7
8

imp_data = imp_data.drop(labels=drop_labels, axis=0)
imp_data.age.value_counts(dropna=Falca)
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/usr/local/lib/python3.7/dist-packages/pandas/core/indexing.py:670: SettingWithCopyWarnij
A value is trying To be set on a copy of a slice from a DataFrame

See the caveats in the documentation: https://pandas.pydata.org/pandas-docs/stable/user,

iloc. setitem with indexer(indexer, value)

25-32 5296
38-43 2776
0-2 2509
8-12 22902
4-6 2140
15-20 1792
48-53 916
68+ 9el

Name: age, dtype: int64

1 imp_data = imp_data.dropna()

2 clean_data

3 clean_data.info()

= imp_data[imp_data.gender != 'u’].copy()

<class 'pandas.core.frame.DataFrame'>
Int64Index: 17452 entries, @ to 19345

Data columns (total 7 columns):

#

s WNNPEPE®

6

Column Non-Null Count

age 17452
gender 17452
X 17452
y 17452
dx 17452
dy 17452

img_path 17452

non-null
non-null
non-null
non-null
non-null
non-null
non-null

dtypes: int64(4), object(3)

memory usage: 1.1+ MB

}

clean_data[ g clean_data[
gender_to_label_map[g])
clean_data.head()

age gender
0 2532 0
1 25-32 1

X y dx dy

r].apply(lambda g:

img_path

0 414 1086 1383 AdienceBenchmarkGenderAndAgeClassification/fac...

301 105 640 641 AdienceBenchmarkGenderAndAgeClassification/fac...

2 25-32 0 2395 876 771 771 AdienceBenchmarkGenderAndAgeClassification/fac...
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age_to_label map = {

clean_data['age'] - clean_data['age'].apply(lambda age: age_to_label _map[age])
clean_data.head()

age gender X y dx dy img_path
0 4 0 0 414 1086 1383 AdienceBenchmarkGenderAndAgeClassification/fac...
1 4 1 301 105 640 641 AdienceBenchmarkGenderAndAgeClassification/fac...
2 4 0 2395 876 771 771 AdienceBenchmarkGenderAndAgeClassification/fac...
3 4 1 752 1255 484 485 AdienceBenchmarkGenderAndAgeClassification/fac...
4 4 T 115 80 769 768 AdienceBenchmarkGenderAndAgeClassification/fac...

X = clean_data[[

y = clean_dara[[ 1]

from sklearn.model_selection import train_test_split

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.3, random_state=42)

print('Train }'.format(X train.shape))

print(’ ' .format(X_test.shape))

W oo N O s W =

train_images = []

test_images = []

for row in X train.iterrows():
image = Image.open(row[1].img_path)
image = image_resize((227, ))
data = np.asarray(image)
train_images_append(data)

- row in X_test.iterrows():
image = Image.open(row[1].img _path)
image = image.resize((227, 227))
data = np.asarray{image)
test_images.append(data)

train_images = np_asarray(train_images)
test_images = np.asarray(test_images)

print('T n (}'.format(train_images.shape))
print( I -format(test_images.shape))
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6. Orientation Model

model = Sequential()
model.add(Conv2D( lnput_shape=(227, 227, 3), llliers=36, kernel_sicze=(7, 7),
strides=4, padding=‘valid', activation= 1'))

model . add(MaxPooling2D(pool_size=(2,2),strides=( )
model . add(LayerNormalization())
model _add(Conv2D(filters= . kernel_size=(5, 5), strides=1, padding=

activation='relu’))
model . add(MaxPooling2D(pool_size=(2,2),strides=(2,2)))
model.add(LayerNormalization())
model.add(Conv2D(filters=256, kernel_size=(3, 3), strides=1, padding=
activation="relu'))
moudel . add(MaxPouling2D(pool_size=(2,2),strides=(2,2)))
model.add(LayerNormalization())

model.add(Flatten())
madel . add(Dense(units=517, activarion='rel
model . add(Dropout(rate=0.25))

model . add(Dense(units=512, activation=
model.add(Dropout(rate-0.25))

model . add(Dense(units=2, activation='s

model . summary ()
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Model: "sequential"

Layer (type) Output Shape Param #
conrd (Comuy  (Nene, S&, 6, 9R) a8
max_pooling2d (MaxPoolingz2D) (None, 28, 28, 96) 14
layer_normalization (LayerNo (None, 28, 28, 96) 192
conv2d_1 (Conv2D) (None, 28, 28, 256) 614656
max_pooling2d_1 (MaxPooling2 (None, 14, 14, 256) -]
layer_normalization_1 (Layer (None, 14, 14, 256) 512
conv2d_2 (Conv2D) (None, 14, 14, 256) 59008¢
max_pooling2d_2 (MaxPooling2 (None, 7, 7, 256) %]
layer_normalization_2 (Layer (None, 7, 7, 256) 512
flatten (Flatten) (None, 12544) ]

dense (Dense) (None, 512) 6423040
dropout (Dropout) (None, 512) (%]
dense_1 (Dense) (None, 512) 262656
dropout_1 (Dropout) (None, 512) ]

dense_2 (Dense)

Total params: 7,906,882
Trainable params: 7,986,882
Non-trainable params: ©

7. Train the model

callback = tf_keras.callbacks.EarlyStopping(monitor= ', patience=3)

model.compile(optimizer= , loss=tf.keras.losses
.SparseCategoricalCrossentropy(from_logits=True), metrics=["

history = model.fit(train_images, y_train, batch_siz ), epochs=25
validation data=(test_images, y_test), callbacks=[callback])

model.save(| ge
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Epoch 1/25

- 115 27ms/step - 10sS: ©.6899 - accuracy: 0.5414 - val_loss: ©.6925 - val_accuracy: ©.5241

Epoch 2/35
382/382 10s 26ms/step - loss: 0.6909 - accuracy: 0.5360 - val_loss: 0.6926 - val_accuracy: 9.5241
Epoch 3/25
382/382 [===sssssssssssssssssssssssssss ] - 105 26ms/step - loss: 0.6910 - accuracy: 0.5345 - val _loss: 0.6922 - val_accuracy: 9.5241
Fpach 4/75
382/382 ( . . ] - 10s 26ms/step - loss: ©.6995 - accuracy: 0.5370 - val_loss: 0.6927 - val_accuracy: 9.5241
Epoch 5/25
382/382 [===sssssssssssssssssssssssssss ] - 10s 26ms/step - loss: ©.6909 - accuracy: 0.5404 - val_loss: 9.6926 - 9.5241
Fpoch 6/25
382/382 [== - 103 27my/slep = lo3>: ©.0593 - acturdcy: ©.3419 - val_luss: ©.692z - val_accurety: ©.5241
Epoch 7/25
382/382 [=sssssssmsmsmssasasiiaiaaaas ] - 105 27ms/step - loss: 0.6901 - accuracy: 0.5402 - val_less: 0.6925 - val_accuracy: ©.5241
Epoch 8/25
382/382 [==== - 10s 27ms/step - loss: ©.6894 - accuracy: 0.5447 - val loss: 0.6921 - val accuracy: ©.5241
Epoch 9/25
382/382 [ . . ] - 105 27ms/step - loss: 0.6899 - accuracy: 0.5426 - val_loss: 0.6922 - val_accuracy: 0.5241
Epoch 10/25
382/382 [ b bl == 1 - 10s 27ms/step - loss: ©.6999 - accuracy: 0.5340 - val_loss: 0.6930 - val_accuracy: 9.5241
Epoch 11/25
392/382 [=e=smsasssmssaszazasnasmananan ] - 10s 27ms/step - loss: ©.6891 - accuracy: 0.5452 - val_loss: 0.6022 - wval_ac 0.5241

B R D L T L T R R T TR

1 test_loss, test_acc = model.evaluate(test_images, y_test, verbose=2)
2 print(test_acc)

8. Make preparing and testing split for age information

X = clean_data[['im

y - clean_data[[

from sklearn.model_selection import train_test_split

X train, X _test, y train, y test = train_test split(X, y, test size=0.3, random state

princ('T ‘. format(X_train.shape))

princ(’ .formact(X_test.shape))

train_images = []
test_images = []

r row in X_train_iterrows():
image = Image.open(row[1].img_path)
image = image.resize((227, 227))
data = np.asarray(image)
train_images.append(data)

row in X_test_iterrows():

image = Image.open(row[1].img path)
image = image.resize((22 227))
data = np.asarray(image)

test_images.append(data)

train_images = np.asarray(train_images)

test_images = np.asarray(test_images)

print(’Train S ape .format(train_images.shape))
pring('T T .format(test_images.shape))
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9. Age Model

model = Sequential()
mudel . aud(CunvzZD( inpul_sliapc- 2 3), Milie1 5-96, keinel _sice-(7, 7), au idea-4,
', activation='r 5

model . add(MaxPooling2D(pool_size= ),strides=(2,2)))

model . add(LayerNormalization())

model.add(Conv2D(filters=256, kernel_size=(5, 5), strides=1, padding='same', activation
= u))

model.add(MaxPooling2D(pool_size=(2,2),strides=(2,2)))

model . add(LayerNormalization())

model _add(Conv2D(filters=256, kernel_size=(3, 3), strides=1, padding='same', activation
='relu'))

model . add(MaxPooling2D(pool_size=( ).strides= 2)))

model . add(LayerNormalization())

madel _add(Flatten())
model.add(Dense(units=512, activation='
model.add(Dropout(rate=0.25))
model.add(Dense(units activation='
model . add(Dropout(rate=0.25))

model . add(Dense(units=2, activation—

model. summary()
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Model: "sequential 1"

Laver (type) Output Shape Param #
covzd_s (covzo)  (wone, 56, 50, 96)  lazes
max_pooling2d_32 (MaxPooling2 (None, 28, 28, 96) e
layer_normalization_2 (Layer (None, 28, 28, 96) 192
conv2d_a (Conv2D) (None, 28, 28, 256) 614656
max_pooling2d 4 (MaxPooling2 (None, 14, 14, 256) 2
layer_normalization_a (Layer (None, 14, 14, 256) $12
conv2d_S (Conv2D) (None, 14, 14, 256) 590080
max_pooling2d 5 (MaxPooling2 (None, 7, 7, 256) %]
layer_normalization_5 (Layer (None, 7, 7, 256) 512
flatten_1 (Flatten) (None, 12544) 0
dense_3 (Dense) (None, 512) 6423040
dropout_z (Dropout) (None, 512) 4]
dense_4 (Dense) (None, 512) 262656
dropout_2 (Dropout) (None, 512) 2]
dense_5 (Dense) (None, 8) 4104

Total params: 7,909,960
Trainable params: 7,909,960
Non-trainable params: @

callback = tf.keras.callbacks.FarlyStopping(monitor="'loss', patience=3)

model . compile(optimizer="ad . loss=tT.keras.losses
.SparseCategoricalCrossentropy(from_logits=True), metrics
=[' )

history = model.fit(train images, y train, batch size=32, epochs=50,

validation_data=(test_images, y_test), callbacks=[callback])

model.save('

test_loss, test_acc = model.evaluate(test_images, y_test, verbose=2)
print(test_acc)
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Induction on the prepared model

import keras

import json

import sys

import tensorflow as tf

from keras.layers import Input

import numpy as np

import argparse

from wide_resnet import WideResNet

Mrum kerds.utils.data_utils impurt pee_file
import face recognition

1 gender_model = tf.keras.models.load model('weights.hdf5")
2 gender_model. summary()

def detect_face(
cap=cv2.VideoCapture(0)
while True:

gray = cvZ.cvtColor(frame, cv2.COLOR_BGR2GRAY)

if not grb:
break

1

2

3 2

4 grb, frame=cap.read()
5

6

7

face_locations = face_recognition.face_locations(frame)
print(face_locations)
if(face_locations==[]):
cv2. imshow( ' Ge ; , frame)
if cv2.waitKey(1) == 27:
break

else:
cv2.rectangle(frame, (face locations[0][3], face locations[0][0]),
(face_locations[0][1], face_locations[0][2]), ( 0, 0), 2
img=frame[face_locations[0][0]-25: face_locations[0][2]+25,
face_locations[0][3]- face_locations[0][1]+25]
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img2= cv2.resize(img, (64, 64))
img2=np.array([img2]).reshape((1,
results = self_model predict(img2)

predicted_genders = results[0]

1f predicted_genders[0] [0
ages = np.arange(0, 101).reshape(if
predicted_ages = results[1].dot(ages).flatten()

pred=""

pred=str(int(predicted_ages[0]))+" "+str(gen)

print(pred)

cv2.putText(frame, pred,(face_locations[0][2],face_locations[0][0]) ,
CVZ2.FONT_HERSHEY_SIMPLEX,0.7, (2, 255, 2 2)

cv2. imshow('G er d ', frame)
if cv2.waitKey(1) == 27:
break
cap.release()
cv2.destroyAllWindows()




GENDER AND AGE DETECTION WITH DATA SCIENCE 337

Age & Gender Detection Project Output

[W | Gender and Age =3 a X

|® | Gender and Age = (m] X
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|81 Gender and Age - O X

8! Gender and Age - (] X
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|H | Gender and Age - o X

Bibliography

1. https://techvidvan.com/tutorials/gender-age-detection-ml-keras-opencv-
cnn/
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Diabetic Retinopathy

Tn [?2]: | from
from
from
from

import saipy
from math import sgrt,pi
from numpy import cxp

sripy import mias

PIL import Image
sklmage lmport exposure
sklearn import svm

from matplotlib import pyplot as plt

import numpy as np
import glob

import matplotlib.pyplot as pltss

import cv2

from matplotlib import cm
import pandas as pd

from math import pi, sgrt
import pywt

In [4]: | np.shape(np.array(equ).flatten(})

cut[4]: (1728000,)

In [111]: np.shape (immatrix)
np.shape (equ)

plt.imshow(immatrix[78].reshape( (1152, 1500)), cmap="gray")

plt.show()

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (341-350) © 2022 Scrivener

Publishing LLC
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200
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In [6]: | imm dwt = []

In [7]:

for equ in immatrix:
equ = equ.reshape((1152,1500))
coeffs = pywt.dwt2(equ, 'haar')
equ2 = pywt.idwt2 (coeffs, 'haar')

imm dwt.append(np.array(egqu2).flatten(})

Visualising a random image

np.shape (imm dwt)
np. shape (equ2)

plt.show()
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800

1000

200 400 600 800 1000 1200
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In [27]: def filter kernel mf fdog{l, sigma, ¢ = 3, mf = True):

dim v = iub{Z)
dim x = 2 * int{t * sigma)
arr = np.zeros((dim y, dim x). '£'}

ctr = dim x [/ 2
etz y = anc{dim y 7 2.)

# 2n wn-natuzal way to 35t
# to ti % coecrdinate.
# x's are actually columns, 5o the
it = op.nditer{arr, flags=['multi index']
while not it.finished:
azrjit.muiti iodex] = it.mult: rngexjl] — ctr x
it.iternent()

two sigma sq = 2 * sigma * sigma
sgrt w pi sigma = 1. / (aqrt(2 * pi) * aigma)
if not af:
sqrt W pi sigma = sqrt w pi sigsa / sigma *% 2
#@vectorize|['float32(float32)"],. target="cpu')
daf k_Ffunix)+
return =grt w pi sigma * exp(-x * x / two sigma =g}

#¥vectorize ([ "tloatiZ(iloatiZ) "}, target="cpu'}
def k fun derivative(x):
seturn % * aget w pi sigma L exmpl = 4 = / Ewo sigma sg)

if mf:

kernel = k_fun{arz)

kernel = kernel - kernel.mean{)
eise:

kernel = k_fun derivabive(azz)

# return the "convelution"“ kernel for filterid
return cv2.flip{kernel, -1)

def show_images(images,titles=None, scale=1.3):

nefnisnlag a Tist of imagss"""
n_ims = len(images)
SEtIETen ta Moaes CIeTex = FU(SAYY % 0 Few K in ranga (1, n_ims + 1)1
fig = plt.figurel}
e O
for image,title in zip(images,titles):
a = fig.add subplot(l,n ims,n) # Make subplot
if image.ndim == 2:; # Is image= grayscale?
plec.imohow (image, omap em.Cxeya_x)
else:
plt.amohow(eva.cvtlelor (zmage, ov2.TULOR Roz2zon) )
a.set title(title)
Elt.amis ("oEE")
=1

343

fig.set size inches(np.arzay(fig.get size inches(), dtype=np.flcat} * n_ims / scale)

plt.show()

gaussian matched filter kernel{L, sigma, t = 3):
ree

K = 1I/(sgrr(2 * pi) = sigma ) * exp(-x"2/2sigma*2)., |yl <= b/2, IX] € s * ¢
fre

return _filter kernel mf fdog(L, =igma, £, True}

#Creating a matched filter banx using the kernsl generatsd from the above functions

def

createMatchedFilterBank(K, n = 12):
rotate = 180 / n

center = (R.shape{l] / 2, K.shape[0] / 2)
cur_rot = 0

kernels = [R]

for : in range{l, n):
cur rot += rotate
r mat = cv2.getRotationMatrix2D(center, cur rot, 1)
k = ovZ.warphffine (K, r mat, (K.shape[l], E.shape[0]}}
kernels.append (k)
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return kernels

def applyrilters(im, Kernels):

images = np.array(lcv2.filter2D(im, -1, k) for k in kernels])

return np.max{imagcs, 0)

0 g

af = gaussian matched_filter kernel(20, 35
bank gf = createMatchedFilterBank(gf, 4)

imm gauss = []
for equZ in imm dwt:
equ2 = equ2.reshape((1152,1500))
equ3d = applyFilters(equ2,bank gf)
imm geuss.oppend (ap.aszzay (egul) - flasten())

In [30]: # the array ranges from 0 - 89
np.shape (imm gauss)
plt.imshow(imm gauss[78].reshape((1152,1500)),cmap="gray')
plt.show()
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&y theta,12, 0.37, 0,

k in §
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In [38]: (e = equ3
np.shape (e_)
e _=e__reshape((-1,3))

np.shape (e}

cut[38]: (576000, 3)

In [ 1:

label, center=cv? kmeana(Z, K None, criteria, 10, k)
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In [10]): 21mm Jmean = []
for equd in imm gauss2:

In [113]:

In [42]:

In [G4]:

In [65]:

In [66]:

Cut[86]:

I [72):

img = equd.reshape((1152,1500))
Z = img.resnape((-1,3})

# convert to np.float32

Z = np.float32(2)

k=cv2.KMERNS_EF_CENTERS

ria, pumber of clusters(X) and apply kmeans()

# define cr.

oriteria ~ (ov2.TERM CRITERIA EPS + ov2.TERM CRITERIA MAX ITER, 10, 1.0)

K=2

ret,label,center=cv2.kmeans (Z, K, None,criteria, 10,k)
# Now
center = np.uintd (center)

res = center[label . flatten()]

res2 = res.reshape ((img.shape))

imm kmean.sppend(np.array(res2).flatten())

vert back into uint8, and make original image

# the array ranges from 0 - 89

np.shape (imm kmean)

plt.imshow[imm Jmean[78] .reshape ((1152,1500)) ,cmap="gray")
plt. show()

200 +

400 1

600 4

800 4

1000 -

0 200 400 600 800 1000 1200 1400

from sklearn.svm import SVC
clf = SvC()
¥ = np.ones(89)

YI1]=¥[51=Y[7]=¥[17]=¥[61=0

clf. fit (imm kmean, Y)

SVC(C=1.0, cache size=200, class weight=None, coefl=0.0,

decision function shape=Neone, degree=3, gamma='autc', kernel='xbf',
max iter=-1, probability=False, random state=None, shrinking=True,

+al=0.001, verhnee=Fal=a)

y_pred = clf.predict (imm kmean)

347
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In [1): k= [1,3.4,9,10,11,13,24,20,22,24,25, 26,27,28,29,35,36,38,42, 53, 55,57, 64,70, 79,84, 66}
In [3): k = k-np.ones(len(k))

In [871: k

Gucie?): srxzayl(l 0., 2., 3., B e Mo 12, 35 i9. 21 A3
2%,y 25., 26., 2., 28., 34, 35, T .y 524 By
56., 63., 69., 7B., B3., B85.])

In [22]: |k —[int({x) for = imn k]

In [83]: k

cut[93]: [0,
z,

In [98]: | imm train = []
¥_train = []
k.append (5)
k.append (7)
for 1 in k:
imm train.append(imm kmean[i])
¥ train.append(¥[1i])
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In [88]: |y Erain

out[99]: [1.
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In [1001: clf.fit(imm train, ¥ train)

Out[100]: SVC(C=1.0, cache_size=200, class_weight=None. coef0=0.0,
decision function shape=None, degree=3, gamma="auto’, kernel="rbf",
max_iter=-1, probebility=Falss, random statc=None, shrinking=Tiuc,
tol=0.001, verbose=False)
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In [101): ¥ pred = clf.predict(imm kmean)

In [102]: accuracy score(Y,y pred)

Jut[102]: 0.9662921348314607
Tn [114)]: from cklearn neighhare import ENeighhnrarlasaifier

In [113]: neigh = ENeighborsClassifier(n neighbors=3)

In [116]: neagh.fit(imm train, y train)

Cut[116]: ENeighborsClassifier (algorithm="auto', leaf size=30, metric='minkowski’,
metrlc_param.a:l\'one, n"_j cbs=1, n“ne.lgm:c:s:d, F:Z,
weights="uniform'}

In [117]: |y pred2=neigh.predict(imm kmean)

in [119]: neigh.score(imm kmean,X)

Out|119]: 0.9438202247191011
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Driver Drowsiness Detection in Python

ThisPC » LocalDisk (D:) » Projects » Drowsiness detection »

Name i Date modified Type Size
haar cascade files
models

@ alarm

[# drowsiness detection

[# model

for (x,¥,¥.h) in faces:

2 cv2.rectangle (frame, (x,vy), (x+w, y+h), (100,100,100), 1
L. l_eye = frame[ v : y+h, X ! X+W ]

1 ev2.putText (frame, “Open”, (10, height-20), font, 1, (255,255,255}, 1,

cv2.LINE AA )

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (351-356) © 2022 Scrivener
Publishing LLC
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: ) import cv2

import os

a. ITOm KEras.models 1mpoIT load model
import numoy as nop

(%]

b from pygame import mixer

6. import time

2. mixer.init()

9. sound = mixer.Sound('alarm.wav')

10

% 5% face = cv2.CascadeClassifier('haar cascade
files\haarcascade frontalface alt.xml')

B leye = cvZ.CascadeclassiIler('naar cascade
files\haarcascade lefteye 2Zsplits.xml’')

13 raye = cv2.CascadeClassifier('haar cascade

Liles\laarvascade righteye 2oplibs.asl’)

15. lbl=["'Close!', 'Cpen']

17. mndel = lnad_mcdeln 'models/enncat2 . .h5')
18. path = os.getowd()

13, cap = cv2.VideoCapture(0)

20. font — ovad. E‘(}HT_HERSHEY_COHEI.EX_SHALL
21 caunt=0

32 score=0

o 18 thicc=2

24, rored=7991

25, lpred=[99]

26.

27 while (True) @

28. ret, frame = cap.read()
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23. height,widcth = frame.shape[:2]

AN

31. gray = cv2.cvtlolor{frame, cv2.COLOR BGR2CRAY)
3z.

33. faces =

face.detectMultiScale (gray,minNeighbora=5,acaleFactor=1.1 minSize—(25,25))
left eye = leye.detectMultiScale (gray)
right_eye = reye.detectMultiScale (gray)

ev2.rectangle (frame, (0,height-50} , (200, ,height) , (9,0,0) .
thickness=cv2.FILLED )

39, for (x,v,w,h) in faces:
40, ev2.xectangle (frame, (x.v} ., (®+w,vih) , (100,100,100) , 1)

for (x,¥,%,h) in right eye:
=_eye=frame[y;y+th,X:x+w]
count=count+l
r eye = cv2.cvtColor(r_ eye,cv2.COLOR BGRZGRAY)
r eye = cv2.resize(r eye, (24,24))
r eyc— r cye/255
r eye= r eye.reshape (24,24,-1)
r_eye = np.expand dims (r_eve,axis=0)
rpred = model.predict classes(r_eye)
if (rpred[0]==1):

1bl="COpen’

if (rpred[0]==0) :

[
T ST

s

54, ipi=‘Ciosea’

55. break

58

L3y 48 for (x,y.w.,h) in 1ef:_eye:

1 eye=frame[V:y+h, X:1X+W]
coung=~count+l
1 eye = cvZ.cvtColor(l eye,cvZ.COLOR BGRZGRAY)

6L. 1 eye = cv2.resize(l_eye, (24,24))
1 eye= 1 eye/3BE
1 eye=1 eye.reshape(24,24,-1)
l:eye =—np,expand_dims[1_eye,axis=01
lpred = mndel _prediet eslasses(l_aye)
if (ipred[0}==1) !
1bl='0Open"'
if (lpredi0l—=0):
1bl='Closed’
70, break

if (rpred[0]=0 and lpred[0]==0):
score=score+l
cv2.putTexe (frame, "Closed™, (10,height—-20), font,
1, (255,255,255) ,1,cv2.LINE AR)

¥ if (zpxed[0]==1 or lpr=d[O0]==1):

Te score=score-1

cv2.putText (frane, "Open”, (10, height-20), font,
1, (255,255,255),1,cv2.LINE_A3)

if (scare<0):
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CV2.rec

8. cv2.imshow

39 if cvz.wai
100 break
101. cap.release

102 cv2.destrovAllWindows |
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A ! frame = (] X

Closed Score:3

Open Score:0




356 Data SciIENCE HANDBOOK

A frame — m] X

Closed Score:23

Bibliography
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Chatbot Using Python

R re—

= B

P ot

& Homepe

T import nltk

z2. from nltk.otcom imporc WorxdNcsLommatizex

3 lemmatizer = WordietLemmatizer|)

4. import json
5. import pickle

import numpy ag np

8. from keras.models import Sequential

9. from keras.layers import Dense, Activation, Dropout

import random

£3. words=|]
1 classes =

documents =

18, ignore words = ['?°,

p o A data file = gpen('i

from keras.optimizers import S5GD

s.ison') .read()

18. intents = json.loads(data file)

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (357-364) © 2022 Scrivener
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{'intlnti“: |

-
L =T - T TR, (- e .

iy

L

=1 e e W

w

i3.
14.

("tag™: “greeting”,

“partaras®: ["HL there®, "How are you®", "Ia anysne thera?%, "Hey® "Hala®, “Halla®, ®Goad day®],
"responsea™: ["Hello, thanks for asking®, "Good to see you again®, "Hi there, how can I help2?"
"context™: [=7]

b

("tag®: “goodbye",

"patterns®: ["Bye", "See you later"”, “"Goodbye", "Nice chatting to you, bye", "Till next time"]
“responaes®: [®"3ee youl®, “Have a nice day®, "Bye! Come back again scon."},

"context™; ["%]

by

(“"tag™: “thanks™,

"patterns®: [®Thanka", "Thank you®, "That's helpful®, "Awesome, thanks®, "Thanks for helping =
“responses": ["Happy to help!®, "Any tims!", "My pleasurs"],

"context™: [*"]

be

("tag™: “"noanswer",

"pattarns®: [|,

"responses”: ["Sorry, can't underatand you”, "Please give me more info", “Not sure I understan
"context™: [*"™]

| 5

("tag": “options®,

*patterns®: ["How you could halp me?®, "What you can da?", "What help you provide?”, "How you
“responses™: ["1 can guide you through Adverse drug reaction list, Blood pressure tracking, Hc
"context™: [™"]

be
(*tag®”: "adverse_drug".,
"patterns™: ["How to check Adverse drug reaction?”, "Open adverss drugs module®, "Give me a 1i

"responses®™: ["Mavigating to Adverse drua reaction module”],
(e

for intent in intents['intents'l:
for pattern in intent['patterns']:

#tokenize each word

w = nltk.word tokenize (pactern)
words.extend (w)

$#add documents in the corpus

documant=z_append ( (v, intenc['tag']))

# aua to our ciasses list
if intent['tag'] not in classes:
classes.append (intent{'tag'])

# lemmatize, lower each word and remove duplicates
woxrds = [lepmatizer.lemmatize (w.lowexr()) for w in words if w not in
ignore words]

wazds-= sortedlist (get (woxds)))

# sort classes

classes = sorted(list(set(classes)))

# documents = combination between patterns and intents
print (len(documentcs), "documents")

# classes = intents

print (len(clas=es), "classes", classes)

# words = all words, vocabulary

print (len(words), "unigue lemmatized words", words)

picklce.dump (worda,cpen ("wordo.pkl', "wk') )
pickle.dump (classes,open('classes.pkl','wb"))
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1. # create our training data

3. training = []

3 # create an empty array for our output

% Output_empty = (0] ~ len(classes)

5. # training set, bag of words for each sentence
8. for doc in documents:

. # initialize our bag of words
bag = []
# list of tokenized words for the pattern

pattern words = doc{0]

a

Tk # lemmacizZe Sach wWoId — CIeatt base word, in attempt TO IepIes
related words

1Z. pattern words = [lemmatizer.lemmatize (word.lower()) for word in
pattern words!

13. 3 ;:eate our bag of words ar¥ay with 1, if vword match found in current
pattezn

14. for w in woxds:

15. bag.append(l) if w in pattern words else bag.appendi0)

18,

i7. # output is a '0' for each tag and 'i' for current tag (for sach
pattern)

18. output row = 1ia={nutpu:_empny\

19. output row[classes.index(doc[1])] = 1

20,

Z1. training.append([bag, output_zow])

22. § shuffle our features and turn into np.array

23. random.shuffle(training)

24, training = np.array{training)

25. # create train and test liata. X patteras, Y intents

26, train x = list(trainingl:,0])

27. Erain y = lisc(crainingl:,11)

28, print ("Training data created")
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# Create model - 3 layers. First layer 128 neurons, secaond layer 64

ncuzons and d=d output layer contains amber of ncuzonRa

# egual to number of intents to predict ocuctputr intent with softmax
model = Sequential()

model.add (Dense (128, input shape=(len(train xI[01),). activation="relu'))
model .add (Dropout (0.5) )

model . add (Dense (64, activation="relu'))

model.add (Dropout (0.5) )

model . add (Dense (1en |j:rain_y[0; ). activation='softmax'))

# Compile model. Stochastic gradient descent with Nesterov accelerated
gradie gives good resulcts for this model

sgd = 5GD{1r=0.01, decay=le-6, momentum=0.9, nesterav=True)

model .compile (loss='categorical crossentropy', optimizer=sgd, metrics=
['accuracy']) B

#LivLi
hist = model.fit (np.array(train %), np.array(train y), epochs=200,
batch_pize=5, verbose=1)

19 and saving vhe model

model.save('chactbot_model.h5', hist)

Priat ("model cxcatcd™)

import nltk

from nltk.stem import WordMetLemmatizer
lemmatizer = WordNetLemmatizer ()

import pickle

import numpy as np

from keras.models import load model

model = lcoad model('chatbot_model.h5')

import json

import random

intents = json.loads(open('intents.json').read())
words = pickle.load(open|'words.pkl’','zb"})
classes = pickle.load(open|('classes.pkl’','rb"))

def clean up_sentence|(sentence):
# tokenize the pattezn — split words into arzzay
sentence words = nltk.word tokenize (sentence)
$# stem each word - create short form for woxd
sentence words = [lemmatizer.lemmatize (word.lower()) for word in
sentence words]
return sentence words
¥ return bag of words array: 0 or 1 for each word in the bag that exists
in the sentence
def bow (sentence, words, show_details=True):
# tckenize the pattern
sentence wWords = clean up_SEentence (sentence)
# bag of words - matrix of N words, vocabulary matrix
bag = [01*1len(words)
for 3 in sentence words:
for i,w in enumerate (words) :
ifw==29:
# asaign 1 if current word is in the vocabulary position
bag(i] = 1
if snaw_d.eta.l..l.s:
print ("found in bag: %3" T W)
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21. returninp.arraybag))
2%
23. def predict class(sentence, model):
24, # Iliter OUT PrenicCTiOons Delow a TAressoln
25. P = baw(sentence, words,show details=False)
28, res = model.predict (np.arrayT:pj }) [49]
27 ERROR_THRESHOLD = 0.25
28 results = [[i,r] for i,r in enumerate(res) if r>ERROR THRESHOLD]
Fa ] # Sort DY Strengin O Propapiliily
30. results.sort (key=lambda x: x[1], reverse=True)
3. return 1isc = []
32. for r in results:
33. return_list.append({"intent": classes[r([0]], "probability":
atr(=»[1]) 1)
34 return return list
1. def getResponge (ints, intents json) :

tag — iats[0] [“inteat”]
1ist of intents = intents json|'intents’]
for i in list of intents:

if(i[Yeagl]== tag):.

- result = random.choice (i['responsesa'])
s break
retarn result

dof thlbbut.__xc:ipona: (oeaRt) &
1 ints = predict class(text, model)
12. res = getResponse (ints, intents)

rotarn rag

ay

§Creating GUI with tkinter
import tkinter

(AR

W

£rom thintcr import +

e

&. def send():
i m=g = EntryBox.get ("1.07", 'end-1c') J/acripi()
EntzyBon.delese ("0.0",END)

if msg = "'
ChatLog.config (stace=NCORMAL)
ChatLog,ingert (END, "You: " + msg + '\n\n')

ChatLog.config (forcgzound—"#412265", font—({"Vexdana™, 12 ))

15, res = chatbot response (msg)
ls. Chatlog.insert (END, "Bot: " + res + '\n\n'j)

) ChatLog.config (state—DIJADLED)

19, ChatLog.yview (END)
20.

21. base = Tk()

225 base._title("Hella")

za. Laoc.ycumcsboy ( T400A5007)

. base.resizable (Wwidth=FALSE, height=FALSE)

4#Create Chat window
ChatLog = Text (base, bd=0, bg="white", height="2", width="50",

fone="Azial”, )

(SR

ChatLog.config (state=DISABLED)

[
o

361



362 Data SciIENCE HANDBOOK

scrollbaxr — Scxollbar xand—ChatLog.yvi

b
Chatlog scrollcommand’ = scrollbar.set

activebackgroun
command= aend

scrollbar.pla
ChatLag.place

EnctryBox.place (x=12

SendButton.place (x

base.mainloo

chatbot.py 1 python chatgui.py

B Select C:\Windows\System3Z\cmd exe - o

gpython train_chatbot.py
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¢ Hello = ¥
You: Hello there. How are you?

Bot: Hi there, how can I help?

You: what can you do?

Bot: I can guide you through Adverse drug r
eaction list, Blood pressure tracking, Hospit
als and Pharmacies

You: thanks you

Bot: My pleasure

You: see ya got to go!

Bot: See youl
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Handwritten Digit Recognition Project

b import keras

Z. ITOmM KE€I&3.d8rta3erts 1mport mnisc

3. from keras.models import Seguential

4. from keras.layers import Dense, Dropout, Flatten
e £fxom keras.layexrsz impext ConviD, MaxlPoolinglD

&. rom keras import backend as K

e data. split ] y and

9. (x_trein, y_ftraein), (x test, y test) mnist.load data()

11, print (x train.shape, ¥ train.shape)

1 % train = % train.reshape(x train.shape[0], 28, 28, 1)
2. X _Tést = X test.reshape(x tesct.shape[0], 28, 28, 1)
input_shape = (28, 28§, 1

toe bin I 2

te binary class
& ¥ train = keras.utils.to categorical (y train, num classes)

y_test = keras.utils.to categorical(y _test, num clasgses)

9. X train = x train.astype('float3z2')
10, # _test = x test.astype('float3a’
L x_Lzain /— 255
2 x_test f= 255
print(‘x_train shape:', x Train.shape)
print (¥ train.shaps[0], 'train =amples')

15, print (x_test.shape[0]), 'test samples')

1 batch size = 128

v num classea = 10

3. epachs = 10

5e model = Seqguencial |

8. model.add (Conv2D (32, kernel size=(3; 3),activation='relu',input shape=input

model.add (Conv2D(64, (3, 3), activation="ralu'))
R. made] . add (MaxPonling2D(paool size=(2, 2)))

% model .add (Dropowst (0.25]) )

14, model.add (Flatten |

14 model.add (Dense (256, activation='relu'))

12. mndal . add (Drnpont (0.5) )

‘
"

model .add (Dense (num classes, activation="softmax'))

u

model.compile (loss=keras.losses.categoricel crossentropy,optimizer=Keras.opt
['accuracy'])

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (365-368) © 2022 Scrivener
Publishing LLC
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T hist = model.fit(x train,

¥_train,batch size=batch size, epochs=espochs, verbose=1, validatj_crn_data=
|_x_test, y_test_lj

princ ("The model has successfully trained")

oy B

mudel.save ("nnist.u5")
print ("Saving the model as mnist.h5")

[

score = model.evaluate(x test, y test, verbose=0)
print (*Test loss:', score[d])

By

print ('Teat accuracy:', score[l])

1. from keras.models import lcoad medel
2. from tkinter import *

3. import tkinter as tk

4. import win32gui

B, from PIL import ImagcCrab, Image

8.

import numpy as np
model = load model('mni=st.h5')

def predict_digic (img) s

#resize image to pixels

img = img.resize((28,28))

#convert rgb To gravscale

img = img.convert('L']

imy — np.array(img)

16. #reshaping to support ocur model input and norma

17. img = img.reshape(l,28,28,1)
% img = img/255.0

1 fpredicting t class

20. res = model.predicc([img]) [O]
21, return np.argmaxires), maxires)
22.

23 class Rpp (tk.Tk) :

24. def  init  (3elf):

25, tk.Tk. 1mit_ (selr)

286.

27. zelf.x = 3=21f. .y = 0

a8,

23. # Creating elements

w

e self.canvas = tk.Canvas (self, widcth=300, height=300, bg = "white",
cursor="cross")
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Fs gself.label = tk.Label (self, text="Thinking..", font=("Helwetica",

3z. self.classify btn = tk.Button(self, text = "Recognise", command =
BEJ.I.cJ.ESSJ.I}-‘_.’)EﬂﬁWIl'C:Ln

33. self.bucton clear = tk.Button(self, text = "Clear", command =

self.clear all

oclf.canvao.grid(row—0, ecolumn—0, pady—2, oticky W,
self.label.grid(row=0, column=i,pady=2, padx=2
self.classify btn.grid(row=1, column=1, pady=2, padx=2)
self.button clear.gridi(row=1l, column=0, pady=2

$£521f canvas. bind ("sMotiens®, salf start pos)

42. self.canvas.bind ("<Bl-Hotion>", self.draw lines

def clear sll (self):
self.canvas.delete("all"™)

17 def classify handwriting(self):

ONND = Sell.canvas.winio iajg) #
43, rect = win3Zgui.GetWindowRect (HWND)

im = ImageGrab.grab (rect)

o

B b

digit, acc = pradict digit (im)

se=lf.label.configure(cext= scx(digit)+", "+ stz (int (acc*100))+'%"*

: def draw lines (self, ewvent):

self.x = event.x
salf.y = event.y

¥=g

self.canvas.create oval (self.x-r, self.y-r, self.x + r, gelf.y +
r, fill='black'

81. app = App/(
mainloop |

§ w - ] X

2, 99%

Clear Recognise
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/
5, 70%
§ - OB
6, 77%
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Image Caption Generator
Project in Python

& 2 ~ s> ThiePC » Local Dick (D:) » dataflair projecte » Project - Image Caption Generator

A Name Date modified Tvpe

s Quick access
R Desktop
¥ Downloads

Jipynb_checkpoints 16-Oct-1
Flicker8k_Dataset 4
Flickr_Bk_tevt 1 t-1 AM  Filef

%) Documents e

& Pictures descnptions 5 t SO PM t Uocument
Flickr_8k_text features.p 4-Oct PM P File K
image caption g & model -199:52 PM NG F B
Project - Image ' | testing_csption_generator E-Oct-1010:52 AM Pyt

. tokenizer.p
traffic signs ss
training_caption_generator.ipynb t-1910:24 AM  IPYNB File 23K

@ OneDrive
B This PC
30 Objects
R Desktop
%) Documents
¥ Downloads

B Select Command Prompt - jupyter lab

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (369-380) © 2022 Scrivener
Publishing LLC
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1, import string

2. import numpy as np
. 2 from PIL import Image

4, import os

5 from pickle import dump, load

€. import numpy a&s np

from
from

from

O W oo

5

from

(]
L

Ly

keras.applications.xception import Xception, preprocess input
keras.preprocessing.image import load img, img to array
karag. preprocegsing.text import Tokenizex
keras.preprocessing.sequence import pad segquences

from keras.utils import to_categorical

from keras.lavers.merge import add

i4. from keras.models import Model, load model
13. from keras.layers import Input, Dense, L3TH, Embedding, Dropout
1€,
17. 4 small library for seeing the progress of loaps.
18, from tgdm import tgdm netebeook as tgdm
13, tgdm() .pandas ()
File Edt Formst Run Options Window Help
1000268201_€93b08chle. 1nald child in a pink dress is climbing uo a ser of Stairs in an SATIV Wav . ]

1000268201_693b08ch0e. 1pgil
1000268201_€93b0EchOe.Jpgil
LOOQ:“:OL_G’S&DB\-&D‘.)wl 3
1000268201_€93b08choe. jpgtd
1001773457 577c3a7d70.3ipgid
1001773457_577¢3a7d70. 1pghl
1001773457_577c3a7d70. Ipgh2
.\.uu179a|=?_esseaoaob.;"¢a
L1001773457_577c3a7d70. ipa#4
1002674143 1b742abdb8. jpgid
1002674143_1b742ab4b8. Ipgil
1002674143_1b742abibe. jpghl
1002674243 _18742ab4n8 . 3pyh3
1002674143_1b742ab4be.ipgtd
10031633€6_44323£5815. jpgid
L10031€3366_49432315815.3pghl
1003163366_4432325015. jpgil
10031£3366_44323¢#8818_3poid
10031633€6_44323£5815. Ipgid
1007129816_e794419615.3pgi0
AVVTLYTIE_E7Y¥FILIYELS.IRGRS
1007129816 e794416€15. Jpgil
1007129816_e794419815.10ad3
1007129816_¢794419615. jpghd
1007320043 _627395c3dE. Jpgid

| datatirgy - C

girl going into a wooden building .

listle girl climbing into a wooden playhouse .

Lienl® yaal wlliabiay WlLE FLBLed ww s pleaylivess .

licele girl in a pink dress going into a wooden cabinm .

black dog and a spotted dog are fighting

Black dog and a tri-colored dog playing with each other on the zoad .

black dog and & white dog With DIOWn Spots are STATANG &t each other in She |
Twe doge of difforcat brceds looking 4% cach onher on She soad .

Two dogS OR pavement moving toward each other .

A little girl covered in paint sits in froat of a painted rainbow with her har
A little girl is sitting in front of & large painted zaiabow .

A small girl in the grass plays with fingerpaints in front of & white canvas »
Theze ia a gizl wich pigeaile sitting in fxenc of a rainbou painting -

Young girl with pigtails painting outside in the grass .

A man lays on a bench while his dog sits by him .

A man lays oa the bench to Which & WRIte G0g 18 also tied .

& mon sleeping on & bench outside with a white and black dog sitting next to b
A shiseless man lias om a park baneh with his dag L
man laying on bench holding leash of dog sitting on ground

A man in an orange hat starring at something .

A Wan WEAIS &R OIANgE DAt and giazses .

A man with gauges and glasses is wearing a Blitz hat .

A man with glasses is wearina a beer can crocheted hat .

The man with pierced ears is wearing glasses and an orange hat .

A child playing on a rope nec .

PP

By b Tl Sus Optiees Wisdvw Wip

{

874 - o X

'3481437556_ccie9it3ac.jpg’': ['dogs on grass’,

'3481583471_ZbBbeb4d73.jpg"':

1997722733 0cb5439472.3pg’ ¢ [‘man in pink

"three
"three
‘three
‘three

dogs
dogs
dogs
dogs

are
one
run
run

running on the grass',

white and two brown are running together
along grassy yard®,

together in the grass'

['"buy i= grinding rail on =nowboard®,

‘person is jumping ramp on snowboard’,

‘snowboarder goes down ramp',

'snowboarder going over ramp’,

"snowboarder performs jump on the clean white s=now'
1.

shirt climba rock face',

'man i=2 rock eclimbing high in the air',

*person in red shirt climbing up
‘rock climber in red shirt',
"rock climber practices on rock climbing wall’

tock face covered in aa
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File Edit Format Run Options Window Help

1000268201_693b08cb0e. Ipg child in pink dress 1= climbing up set of stairs ir
1000268201 €93b08cble.jpg girl going into wooden building
1000268201 €93b0Scb0e. Jpg little girl climbing into wooden playhouse
1000268201 693b08cboe.pg little girl climbing the stalrs to her playhouse
lODUZ&B:Ul:B?SDUBCDUe.]Dq little girl in pink dress going into wooden cabin
1001773457 _577¢c3a7d70.3pg black dog spotted dog are fighting
1091773957:577c3a7d70.Jpg black dog Tricolored dog playing 1 each othe
1001773457 577c3a7d70.3pg black dog and white dog with brown Spots are starir
1001773457_577c3a7d790.3pg two dogs of different breeds looking at each other
1001773457_577c3a7d70.3pg two dogs on pavement moving toward each other
1002674143_1b742ab4bd.jpy liccle girl covered in paint sics in front of paint
1002674143_1b742abib8.jpyg little girl i sitting in front of large painted re
1002674143 1b742ab4bs.)pg small girl in cthe grass plays wlih fingerpaincs ino
100:6?4113:1b74:abih8.jpg there is girl with pigtails sitting in front of rai
1002674143_1b74Zab4bs.ipg young girl wi Plgtails pailnting ouctside in the g1
1003163366_44323£5815.Jpg man lays on bench whi his dog sits by hiﬂ

15 % Loading a text file into memory

2 daf 1nad_dnn (Filenams) @

3. £ g file as read on

4. Lfilc — upcn(filcoaues, "L°)

text = file.read()
file.clasel()
retnrn text

w

3 o

W

9. # ger all imgs with their gaptiona

10. def all img captions(filename):

11. file = load doc(filename)

12. captions = file.split('\n')

13. desecriptions ={!

14 foar caprtion in ecaprtions{:-1

154 img, caption = caption.split('\t')

1s. 1T 1mg[:-2] NOT 1n descriptlons:

i descriptions[img[:-2]] = [ caption
else;

descriptions[img(:-21].appendicaption)
return descriptions

g, removing puntu

23 def cleaning text{captions)

24, table = str.maketrans('','',string.punctuation)
25 for img,caps in captions.items|():

26. for i,img_captinn in enumerate(caps):

27.

28, img_caption.replace("-"," ")

23 desc = img caption.split()

30.

33 o rts tao lowercase

32 Asar = [unrd.lausr () Far word in da=se]

#remove pur ation from each token

desc = |word.translate(table) Ior word 1n desc)

$remove han g 's and a
desc = [word for word in desc if(len(word)>1)]

#remnve mniena with numhara in them

desc = [word for word in desc if (word.isalpha())]
39. FCOr IT Dack TO String

o
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41. img caption = ' ',join(desc)
42 caprione[img] [i]= img caprion
43, return captiona

44,

45. def text vocabulary(descriptions):

48, # build vocabulary of all unigque words
47 vacab = =et ()

419 for key in descriptions.keys():

50. [vocab.update(d.split()) for d in descriptions[key]]
5%

52. return vocab

o
s

FALL descriptions in cone il
55, def save descriptions(descriptions, filename):
5&. 11ne; = list()
57. for key, desc liat in deacriprinna.items():
58. for desc in desc list:
54, .u.nes.appenn_;xey + *\t° + desc )
80. data = "\n".join(lines)
&6l file = open(filename, "w")
&2. filc.wxritc (data)
683 file.close()
g4,
-
66, §#§ Set these path according to project folder in you system
&7. dataset text = "D:\dataflair projects\Project - Image Caption

Renararnr\Flickr A&F rewr?”
&8. datasec_images = "D:\dataflair projecta\Project - Image Caption
Lenerator\Fllckersk vatasec”

. §we prepare our text data

TEs Iilename = BEEESEE_EEXE + "f" + "FlickISk.token.txc"”
#locading the file that contains all data

5 #mapping them into descriptions dictionary img to 5 captions

4, descriptions — all img captions (filcnamc)
5 print ("Length of descriptions =" ,len(descriptions))
&

. #cicaniny the descriptioans

T8, clean descriptions = cleaning text (descriptions)
T8,

ao. #building vocebulazy

81, vocabulary = text vocabulary(clean descriptions)
82. print ("Length of vocabulary = ", len(vocabulary))
83,

B4. #zaving each description to file
gs. save descriptionsiclean descriptions, "descriptions.txt")
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def extract features (directory):

model = Xgeption| include_tnp=?alsa, pooling='avg' )
features = {}
for img in todm(os.listdir(directory)):

filename = directory + "/" + img

image = Image.open (filename)

image = image.resize( (293,229))

image = np.expand dims(image, axis=0)

#image = preprocess input (image)

image = image/127.5

image = image - 1.0

feature = model.predict(image)
features[img] = feature
return features

17. #2048 feature vector

8. features = extract features(dataset images)

i9. dump (features; openi(”features.p”,"wb"))

In [44]:

In [45]:

# Now let's extract the features from our xception mudel
def extract_features(directory):
model = Xception( include top=False, pooling='avg' )
features = {}
for img in tqdm(os.listdir(directory)):
filepame = directory + "/" =+ img
image = Image.open(filename)
image = image.resize((299,299))
image = np.expand_dime(image, axis=0)
#image = preprocess_input(image)
image = image/127.5
image = image - 1.0

nu

"

feature = model.predict(image)
features[img] = feature
return features

#2048 feature vector
features = extract features(dataset images)
dump(features, apen("features.p”,"wh"))

w00 | 05505 106 29<30.00, 20 5]

In [21]: features = load(open("features.p”,"rb"))

1

features = lpoad|open("features.p”,"rb"))
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1. #load che data
2 dafl 1Uad_phubua§£ilcnam=): <> qj
2 file = load doc(filename)

; photos = file.split("\n") [:=1]

return phaotos

1o

g def load eclean degeriptiong(filename, photes):
g #loading clean descripticns

file = load doc(filename)

descriptions = {}

T for line in file.split("\n"):

words = line.split()
if len(words)<l :

continuc

image, image caption = words[0], words[l:]

20, if image in photos:
21. if image not in descriptions:
22. degcriptiong[image] = [

desc = '<start> ' + " ".join{image caption) + ' <end>’
descriptions|[image] .append (desc)

return descriptions

5. def load features(photos):

T #load all Fcatuzrca
31 all_feature=n = Inad(npen("featunres.p”,"rh"))
32. $#selecting only nseded f=atures
33. features = Ek:all_featuresjkj for k in photos)

34 retnrn features
35.
37. filename = dataset_text + "/" + "Flickr Bk.trainlmages.txt"
39, #train = ..-:au;::g_aasav,t;-e:amE)
4d, train imgs = load photos(filename)
41, train descriptions = load clean descriptions("descriptions.txt”,
=rain_ﬁmgsg
42, train features = load features(train_ imgs)
1. #converting dicrionaxry to clean list of descriptiona
3 def dicc_to_lisc(descriptions):
Fa all desc = []
£ for key in descriptions.keys():

[all desc.append(d) for d in descriptionsk=y]]

;oW

return all desc

o

creating tokenizer clasas

w0

£
#
. fthis will vectorise TEXT COXpus
&
¥

each integer will represent token in dictionary

(=
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i B from keras.preprocesging.text import Tokenizer
13.

14, def create tokenizer (descriptions):

15, desc_list = dict_to_list (descriptions)

1s. tokenizer = Tokenizer|()

{7 = Tokenizer.Tit_on_texts (desc_1list)

ig. return tokenizer

19

¥ give sack woxd an index, and stoxe that into tokenizer.p pickle file

21. tokenizer = create tokenizer(train descriptions)
22, dump (tokenizer, open('tokenizer.p', 'wb'))

25. vcu:ah_.size = 1en(cokenizez.wn:d_indexj + 1

24, vocab size

#calculate maximum length of descriptions

. der max length(descriptions):

desc_list = dict_to_list (descriptions)

. return max(len(d.split()) for d in desc list)

8. max length = max length(descriptions)

7 max length

x1(feature vector) x2(Text sequence) y(word to predict)
feature start, two
teature start, two dogs
feature start, two, dogs drink
feature start, two, dogs, drink water

feature start, two, dogs, drink, water end

(¥

2 f§data generator, used by model.fit generator()
5 def data generator(descriptions, features, tokenizer, max lengthj:
. while 1:

LT I

5 for key, description list in descriptions.items():
I, fretrieve photo Ieatures
u feature = feacuresikey] [0]
input_imaqe, input_sequence, autput.wurd =
r:rpar.a_nprmpnr:ﬂgitnkpn'i'zpr, ma)e_'langr_h, dagcripr_inn_'f'i.qr., faarnra)

vield [[input_image, input sequence], output_woxd]

oo

-

= def create sequences (tokenizer, max_length, desc list, feature):
k Xil; X2, vy = 1isc{), 1isc(); lisc()

? 4 wall through aach Adsseriprion for the imags

- L B

O e e

- for desc in desc list:

s ¥ encode the seguence

- 3eq = tokenizer.texts to sequences([desc]) [0]
s o multiple X,v pairs

1 e

. # split one sequence

. for i in range({l, lcalocq)):

ol el el el

HE

]

# split incc input and output pair
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# pad irnpur sequence

; coge ol

seque

X1 .append (feature)
X2 .append (in_seq)

v.append (out_seq)

ck the shape of the in

shap in

max_length) )
&.shape, b.shape, c.shape

#1097,

Yo 1E;; BE); B 78

input: | (None, 32)

input_2: InputLayer

output: | (None, 32)

21. in seq, out seq = seq(:i], seq[i]

30. relurn np.array(Xl), np.array(X2), op.array(y)

ut and o ut for

[a,h],c = nextidata generator (train deacriptiona, features,

in_seq = pad sequences|([in_seq], maxlen=max length} [0]

out_seq = Tg categorical ([out_seq], num classes=vocab size) [0]

r model

tokenizer,

. . input: (None, 32) input: | (None, 2048)
embedding_1: Embedding input_1: InputLayer
output: | (None, 32, 256) output: | (None, 2048)
A y
input: None, 32, 256 input: None, 2048
dropout_2: Dropout P { ) dropout_1: Dropout P ( )
output: | (None, 32, 256) output: | (None, 2048)

|

!

input: (None, 32, 256)

Istm_1:LSTM
output: (None, 256)

input: | (

None, 2048)

dense_1: Dense
output:

(None, 256)

o,

Pl

input:

[(None, 256), (None, 256)]

add_1: Add

output:

(None, 256)

input: | (None, 256)

dense_2: Dense

output: | (None, 256)

input: (None, 256)

dense_3: Dense

output: | (None, 7577)
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from keras.utils import plot_model

# define the captioning model

def define model (vocab size, max length):

# features from the CNN model sgueezed from 2048 to 256 nodes
inputsl = Input (shape=(2048,))

fel = Drapout (0.5) (inputsl)

fe2 = Dense (256, acrtivation='relu'] (fel)

# L5TM sequence model

inputs2 = Input (shape=(max length,))

o=l = Exbedding (voeak size, 256, mask zero—True) [inputal)
Dropout (0.5) (sel)

L5TM(256) (se2)

se2
se=3

# Merging both models

decoderl = add([Iez, se3])

decoder2 = Dense (258, activation—'relu') (decoderl)

outputs = Dense (vocab size, activation='softmax') (decoder2)

™

# tie it toget
model = Model (
model.compile (

her [image, seg] [woxd]

inputs=[{inputsl, inputsZ], outputs=cutputs)

# summarize model
print (model.summary() )
plot model (model, to_file='mcdel.png', show shapes=True)

retarn model

# train our model

print('Dataset: ', len(train imgs)) < ?
print('Descriptions: train=', leni(train descriptions))

print ('Photos: train=', len(train features))

print ('Vocabulary Size:', vocab size)

r
print('Description Length: ', max length)

model = define model (vocab size, max length)
epochs = 10
sveps = len(train_descriptions)
# making a directory models to save our models
os.mkdir ("models")
for i in range (epochs):
gensrator = data generator(train descriptions, train features,
tokenizer, max length)
model . fit generator (generator, epochs=1, steps per epoch= steps,
verbaose=1) - i i

model.save ("models/model " + str(i) + ".hs")

377

i
loss="categorical_ crossentropy'. optimizer="adam')

E
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import numpy as np

Lrum PIL impurv Imayes

import matplotlib.pyplot as plt
import argparse

ap = argparse.hrgumencrFarser|)

ap.add argument('-i', '--image', required=True, help="Image Path")
args = vars(ap.parse args())

img pach = =rg-2‘im=;-='2

der extracr,_teaturesml.l.enm, model) :
try:
image = Image.open(filename)

except:
print ("ERRCR: Couldn't open 1image! Make sure the image path
and extension is correct")
image = image.resize((299,299))

image = np_ArYrayiimags)

# for images thav has 4 channels, we convertc them into 3 channels

1I 1M2gE.Snepels] = %3
image = image[..., :3

image = np.expand dims(image, axis=0)

imags = imags/127.5

image = image - 1.0

feature = model.predict (image)

return feature

def wozdﬁforhid(intagaz, tekanizax) @

for word, index in tokenizer.word index.items():

if index == integer:
retorn wozd

return None

def generace desc(model, tokenizer, photo, max length):
in text = 'start'
for i in range(max lengtch):
sequence = tokenizer.texts_tc_sequences(;in_text:s[0:
Sequence = pad Sequences ( [Sequence], maxlen=max lengun)
pred = model.predict ( [photo,sequence], verbose=0)
pred = np.aramax (pred)
word = wu:d_faz_id(p:ed, tokenizax)
if word is None:
break
in_text += ' ' + word
if word = ‘'end':
preak
return in_text

fpath = 'Flicker8k D -Jpg’

max length = 32

rokenizer = Tnad(npen (frnkenizer plt Hyki))

model = load model (‘models/model S.h5')

xception model = Xception (include top=False, pooling="avg")
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description = generate_desc(model, tokenizer, photo, max length

print ("\n\n"

rint (deseription

84, plt.imshow (img

Bibliography

1. https://data-flair.training/blogs/python-based-project-image-caption-
generator-cnn/






26
Credit Card Fraud Detection Project

1 library (ranger)

24 library(caret) &

Ja libraryi(daca.table)

4. creditcard data <- read.csv("/home/dataflair/data/Credit
Card/creditcard.csv")

library{ranger)
libraryicarat)

#% Loading required package: lattice

library(data.table)
creditcard data <- read.csv("/home/sdataflair/data/Credit Card/creditcard.csv®)

dim{creditcard_data)

## [1] 284807 31

1. dim(creditcard data)

2. head (creditcard data,6) head(creditcard data,6)
# Time V1 V2 V3 v4 V5 V6
# 1 0 -1.3598071 -0.07278117 2.5363467 1.3781552 -0.33832077 0.46238778
## 2 8 1.1918571 ©.26615071 0.1664881 0.4481541 ©.06001765 -0.08236081
## 3 1 -1.3583541 -1.34016307 1.7732093 ©.3797796 -0.50319813 1.80049938
## 4 1 -0.9662717 -0.18522601 1.7929933 -0.8632913 -0.01030888 1.24720317
## 5 2 -1.1582331 0.87772675 1.5487178 ©.4030339 -0.40719338 0.09592146
#£ B 2 -0.4259659 0.96052304 1.1411093 -0.1682521 ©.42098688 -0.02972755

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (381-392) © 2022 Scrivener
Publishing LLC
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FREEERIETEERRLER

Q- D2 oo

9.23050855
-0.07880298
. 79146096

.59294075 -
. 17620095

v7

Vi3

va

ve

0.00860700 ©0.3637870 0.09079
0.08510165 -0.2554251 -0.16697
0.24767579 -1,5146543 0.20764

.23760894 0.37743587 -1.3870241 -0.05495
0.27053268 0.8177393 0.75307
©.26031133 -0.5686711 -0.37141@

V14 V15 Vie

tail (creditecard dacta, §)

tail(creditcard data,6)

284802
284803
284804
284805
284806
284807

204002
284803
284804
284805
2848606
284807

284802
284803
284804
284805
284806
784807

EEERUERERITREIELEEERES

e

[T

=

Time
172785 0.
172786 -11.
172787 -8.
172788 L 2
172788 -0.
172792 -8.

V6
-0.2359732
-2.6068373

1.0584153
2.0312601
0.6237077
-0.6496167
viz
0.19091623
2.71194879
0.91580191
0.06311886
-0.96288614
-N.03151305

V1
1203164 0.
8811179 10.
7327887 -0.
9195650 -8.
2404400 0.
5334125 -@.

v7
0.8127221
-4.9182154
0.0243297
-8.2068265
-0.6861800
1.5770063
Vi3
-0.5463289
-8.6892556
1.2147558
-0.1836987
-1.0420817
-f.18809279

table(creditcard data$Class)

#E
## c]
## 284315

1
492

-0.9913898 -9.3111094 1.4068177/0 -0.47/04005
.4890950 -0.1437723 0.6355581 0.4639170
7172927 -0.1659459 2.3458649 -2.8900832
5877569 -A_2R79237 -A_AI141R1 -1.850R477
.3458516 -1.1196698 0.1751211 -0.4514492
.3580907 -9.1371337 ©.51756168 ©,4017259

v2

vie
417
441
287
192
443
720

[

Vil
©.5515905
1.6127267
0.6245015

-0.2264873
-0.8228429
1.3112620

viz7

.20797124
B
.10996938
-6
.23703324
-6.

11480466

ARANGITA

85813282

V3

o 20 Q -

vis
©0.82579058
-0.18336127
-0.12135931
1.9A57756A
-0.03819479
9.068565315

va

viz
61780006
.08523531
. 06608369
.17822823
.53819555
.359809381

Vs

93100513 -0.5460121 -0.7450968 1.13031398
07178497 -9.8347835 -2.0666557 -5.36447278
05508049 2.0350297 -0.7385886 0.86822940
30125385 -3.2496398 -0.5578281 2.63051512
53048251 0.7025102 0.6897992 -0.37796113

18973334 0.7033374 -0.

va

D00 0N O

via
-8.73170658

-8.67514296

-0.51060184
0.44962444
-0.A843164T

table (creditcard data$Class)
SUMMATY (CIeQlTCara aaTa$AmMOunt)
names (creditcard data)
var[crediccaxq_dacasﬁmnunt

e
4.62694203 -

V9

.1150929 -0.2040635 -0.
.3053346 1.9144283 4.
.2948687 0.5848000 -0.
-7884172 0©.4324540 -8.
.6791455 0.3920867 -0.
.4146504 ©.4861795 -0.

V15
80803553

©.92445871
1.16493091
1.
1
]

32928351

.96256312
.04133346

V1o
6574221 0.
3561704 -1.
9759261 -0.
4847318 0.
3991257 -1.
9154266 -1.
Vie
0.5996281
1.10764086
-8.7117573

0.1407160
-0.6085771
-0.30767201

5062712 -0.01254568

Vil
6440373
5931053
1501888
4116127
9338488
0404583
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summary(creditcard_dataSAmnuut)

383

## Min. 1st Qu. Median Mean 3rd Qu. Max.
## 0.00 5.60 22.00 88.35 77.17 25691.16
names (creditcard_data)
## [1] uTimell llvlll “VZ” l|v3n ||lel llvsn Hvﬁll
# [8]1 "v7© "vg" "vo" "int "VI1* "viz2" "yi3"
## [15] "vV14" 5" "V1e" "yis" "vig" V19" "vae"
## [22] "v21* “yzz" V23" "y24" Nzs" “V2e" 2
## [29] “vag" “Amount" "Class"
var(creditcard datasAmount)
## [1] 62560.07
2 1 od (creditcard datofimount)
sd(creditcard data$Amount)
## [1] 250.1201 Ea head{creditcard_data}
head(creditcard data)
#2 Time vi 7] v3 va Vs V6
## 1 © -1.3598071 -0.87278117 2.5363467 1.3781552 -0.33832077 0.46238778
## 2 0 1.1918571 0.26615671 0.16648601 0.4481541 0©.06001765 -0.08236081
#8 3 1 -1.3583541 -1.34016307 1.7732093 0.3797796 -0.50319813 1.86049938
#4 4 1 -0.9662717 -0.18522601 1.7929933 -0.8632913 -0.01030888 1.24720317
# 5 2 -1.1582331 ©.87773675 1.5487178 ©,4030339 -0.40719338 ©.09592146
# 6 2 -0.4259659 ©.96052304 1.1411093 -0.1682521 0.42098688 -0.02972755
## V7 "] va via V11 V12
## 1 ©.239590855 0.09869799 ©.3637870 ©.89979417 -0.5515095 -0.617800886
## 2 -0.07880298 0.08510165 -0.2554251 -0.16697441 1.6127267 1.06523531
## 3 0.79146096 0.24767579 -1.5146543 0.20764287 0.6245015 0.06608369
#% 4 ©0.23760894 0.37743587 -1.3870241 -0.05495192 -0.2264873 ©.17822823
## 5 ©.59294075 -0.27053268 0©.8177392 ©.75307443 -0.8228429 ©,53819555
## 6 0,47620095 0.26031433 -0.5686714 -0.37140720 1.3412620 0,35989384
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## Vi3 Vi V15 V16 vi7 vis
## 1 -0.9912898 -0.3111694 1.4681770 -0.4704005 0.20797124 0.02579058
## 2 0.4890950 -0.1437723 0.6355581 0.4639170 -0.11480466 -0.18336127
## 3 0.7172927 -0.1659459 2.3458649 -2.8900832 1.10996938 -0.12135031
#% 4 0.5077569 -0.2879237 -0.6314181 -1.0596472 -0.68409279 1.96577500
## 5 1.3458516 -1.1196698 ©.1751211 -0.4514492 -0.23703324 -0.03819479
## 6 -0.3580907 -0.1371337 ©.35176168 ©.4017259 -0.05813282 0.00863313
## vi9 vze vzl vaz2 va3
## 1 0.48399296 ©.25141210 -0.018306778 ©.277837576 -0.11047391
## 2 -0.14578304 -0.06908314 -0.225775248 -0.638671953 0.10128802
## 3 -2.26185710 ©0.52497973 0.247998153 ©.771679402 ©.90941226
## 4 -1.23262197 -0.20803778 -0.108300452 0.005273597 -0.19632052
## 5 0.8B0348692 ©.40854236 -0.009430697 ©.798278495 -8.13745808
&## 6 -6.83319379 ©.08496767 -0.208253515 -0.559824796 -0.02639767

1. creditcard data$Amount=scale (creditcard data$Amount)
2. NewData=creditecard data[,-c(1)]
s head (MewData)

creditcard datasAmount=scale(creditcard datasAmount)
NewData=creditcard datal,-c(1)]
head (NewData)

vl v2 V3 v4 V5 V6
-1.3598071 -0.067278117 2.5363467 1.3781552 -0.33832077 0.46238778
1.1918571 0.26615071 0.1664801 0.4481541 0.06001765 -0.08236081
-1.3583541 -1.34016367 1.7722003 ©.2707706 -0.50210813 1.80040028
-0.9662717 -0.18522601 1.7929933 -9.8632913 -0.01020888 1.24720317
-1.1582331 ©.87773675 1.5487178 ©.4030339 -0.40719338 0.09592146
-0.4259659 ©.96052304 1.1411093 -0.1682521 0.42098688 -0.92972755

(- T A ]

v7 Ve Ve vie vil vi2
0.23050855 6.00260700 3627876 ©0.00070417 .0.5515005 .0.617820026
-0.07880298 ©0.08510165 -0.2554251 -0.16697441 1.6127267 1.06523531
0.79146096 ©0.24767579 -1.5146543 0.20764287 0.06245015 0.06608369
0.23760894 ©.37743587 -1.3870241 -0.05495192 -0.2264873 0.17822823
0.59294075 -0.27053268 8177393 0.75307443 -0.8228429 0.53819555
0.47620095 ©.26031433 -0.5686714 -0.37140720 1.3412620 0.359890384
V13 via V15 V16 vi7 vis
-8.9913808 -8.3111694 1.4681778 -6.4704885 0.208797124 8.82579858
0.4890950 -0.1437723 0.6355581 ©.4639170 -0.11480466 -0,18336127
0.7172927 -0.1659459 2.3458649 -2.89000832 1.10996938 -0.12135931
0.5077569 -0.2879237 -0.6314181 -1.0596472 -0.68409279 1.96577500
1.3458516 -1.1196098 ©.1751211 -9.4514492 -0.23703324 -0.03819479
-0.3580907 -9.1371337 0.5176168 ©.4017259 -0.05813282 0.96865315

- VU O W
D D=~ O D
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## V19 v2e V21 va22 V23
## 1 0.40399296 0.25141210 -0.01B306778 0.277837576 -0.11047391
#% 2 -0.14578304 -0.06908314 -0.225775248 -0.638671953 0.10128802
## 3 -2.26185710 ©.52497973 ©.247998153 0.771679402 0.90941226
## 4 -1.23262197 -0.20803778 -0.108300452 0.005273597 -0.190320852
## 5 0.80348692 0.40854236 -0.009430697 0.798278495 -0.13745808
#% 6 -0.83319379 ©.08496767 -0.208253515 -0.559824796 -0.82639767

library(caTools)

set.seed(123)

dntu_aﬂmplc = gample.oplit (NewDatafClass,SplitRatio—0.80)
train data = subset (NewData,data sample==TRUE]

test_data = subset (NewData,data sample==FALSE)

dim(train data)

dim(teat_data)

=] &n U W G B

library{caTools)

set.seed(123)

data sample = sample.split(NewDatasClass.SolitRatio=0.80)
train_data = subset(NewData,data_ sample==TRUE)

test data - subsot(NewData,data cample--FALSE)
dim(train_data)

## (1) zz27840 30

dim(test_data)

#= [1] 50901 30

Logistic Model=glm{Class~.,test_data, family=binomial())

## Warning: gilm.T1it: fitted probabilitles numerlcally © or 1 occurred

summary(Logistic_Model)

£

## Call:

## glm(formula = Class ~ ., family = binomial(), data = test data)
##

#2 Deviance Residuals:

‘e Min 19 Median 3Q Max

## -4.9019 -0.0254 -0.0156 -0.0078 4.0877

385
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Logistic Model=gim(Class~.,test_data,family=binomial(})

summary (Logistic Model

Logistic Model=glm(Class~.,test _data, family=binomial())

## Warning: glm.fit:

summary(Logistic_Model)

Lo
s&
e
==
#&
##
#a

Call:
ylm{formula = Class ~ .,
Deviance Residuals:

Min 10  Median
-4.9019 -0.0254 -0.0156

family = Linumial(), dala = tesl_dalae)
30 Max
-0,0078 4,0877

plot (Logistic Model)

Residuals

Std. deviance resid.

Residuals vs Fitted

fitted probabilitics numcrically © or 1 occurred

072758

~

Theoretical Quantiles
glm(Class ~.)
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T T T T T T
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727580
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o~
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<
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1. library (pROC)
2. 1r.predict <- predict(Logistic Model,train data, probability = TRUE)
3 auc.gbm = roc(test data$Class, lr.predict, plot = TRUE, col = "blue")

Logistic Model=glm(Class~.,train data,family=binomial())
summary(Logistic Model)

Call:
glm(formula = Class ~ ., family = binomial(), data = train data)

TEER

## NDeviance Residuals:

s Min 10  Median 3Q Max

## -4.6108 -0.0292 -0.0194 -0.0125 4.6021

#

## Coefficients:

## Estimate Std. Error z value Pr(>|z|)

## (Intercept) -0.651305 0.160212 -53.999 < 2e-16 ***
# V1 0.072540 0.044144 1.643 0.100332

## V2 0.014818 ©.059777 ©0.248 0.804220
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1. library(rpart)
2. library(rpart.plot)
3, decisionTree model <- rpart(Class ~ . , creditcard data, method = ‘'class’)
4. predicted val <- predict(decisionTree model, creditcard data, type =
‘clasa')
B. probability <- predict (decisionTree model, creditecard data, type = 'prob!')
6. rpart.plot (decisionTree model)
library(rpart)
library(rpart.plot)
decisionTree_model <- rpart(Class ~ . , creditcard data, method = 'class’)
predicted val <- predict(decisionTree_model, creditcard_data, type = 'class')

probability <- predict(decisionTree_model, creditcard_data, type = 'prob')

rpart.ploti(decisionTree model)
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library(neuralnet)
ANN model =neuralnet (Class-~,,train daca,lincar.oucput=TALSE)
plot (ANN model)

Mo

w

4.

5. prediiii=compute (ANN modsl,test_data)

&. resultANN=predANNSnet.result

T resultANN=ifelse (resultANN>0.5,1,0)
library(neuralnet)

ANN_model =—-neuralnet (€lass~.,train_data,linear.sutput—FAlSF)
plot (ANN_model)

predANN=compute (ANN_model, test data)
racultANN—predANNSnet_recult
resultANN=ifelse(resultANN=©.5,1,8)

7 L
agagggp?
GBS

%
i

2
i

il

o

-555.14546

ey

o

2%

o library(gbm, dguietly=TRUE)

3 Bar tha ti 0 train th
Jda et The Time to Train taoe

4. system.time |

G3M model
model _ghm <— gbhmiClass -~ .
; disctribution = "bernoulli™
, data = rbind(train daca, test_data)

-

, n.trees = 500
9. ¢ interactiocn.depth = 3
, n.minobsinnode = 100
15 ¢ Shrinkage = 0.01
A 5 . bag.fraction = 0.5

13: » Ttrain.fraction = nrow(train data) / (nrow(train data) +

itexation based on test data

17 gbm.iter = gbm.perf{model gbm, method = "test”)
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library(ybm, yuielly=TRUE)

#¥# Loaded gbm 2.1.5

# Get the time to train the GBM model
system.time(

model_gbm <- gbm(Class ~ .
distribution = "bernoull1i”
, data = rbind(train_data, test data)
n_trees = 568
interaction.depth = 3

, n.minobsinnode = 180
, shrinkage = 0.01
., bag.fraction = 8.5

train.fraction nrow(train data) / (nrow(train data) + nrow(test data))

## user system elapsed
## 345 _781  0_144 345971

# Determine best iteration based on test data

gbm.iter = gbm.perf(model_gbm, method = "test")

model.influence = relative.influence (model gbm., n.trees = gbm.iter, sort.
= TRUE)

B #Plot the gbm model
4. plot imodel gbm)
model .influence = relative.influence(model gbm, n.trees = gbm.iter, sort. = TRUE)

#Plot the gbm model

plot(model_gbm)
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s £ $ Plot and calculate AUC on test data
Za gDm_EESE = predict imouel_gbm, newdaca = EEEE_E&'EE.' n.trees = gbm.lter)
3. gbm auc = roc(test dataSClass, gbm test, plot = TRUE, col = "red")

# Plot and ¢

gbm_test = predict(model_gbm, newdata = test data, n.trees = gbm.iter)
gbm_auc = roc(test datasClass, gbm_test, plot = TRUE, col = "red”)

alculate AUC on test

## setting levels: control = @, case = 1

## Setting direction: controls < cases
1. priau(ghbm guc)

print(gbm_auc)

==

## call:
## roc.default(response = test datas$Class, predictor = gbm test, plot = TRUE, col = "red")
#8

## Data: gbm test in 56863 controls (test datasClass @) < 98 cases (test datasClass 1),
## Area under the curve: 8.9555

Bibliography

1. https://data-flair.training/blogs/data-science-machine-learning-project-
credit-card-fraud-detection/
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Movie Recommendation System

1; library(recommenderlab)

library(recommenderlab)

## Loading required package: Matrix

## Loading required package: arules

£
## Attaching package: ‘'arules’

## The following objects are masked from 'package:base’:
##
i abbreviate, write

## Loading required package: proxy

##
#% Allaching package: “proxy’

## The following object is masked from 'package:Matrix':

#2

7 as.matrix
; library(ggplot2) #kuthor DataFlair
2. library (data.table)
< library (reshapez)

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (393-412) © 2022 Scrivener
Publishing LLC
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library(ggplot2) #Author DataFlair

## Registered S3 methods overwritten by 'ggplot2':

##  method from

#4 [.quosures rlang
##  c.quosures rlang
##  print.quosures rlang

library(data.table)
library(reshape?)

=2
## Attaching package: -"reshape2’

## The following objects are masked from 'package:data.table’:
##

## dcast, melt
£ " setwd ("/nome/dataflair/data/movie data”) #Ruthor
DataFlair
2 movie data <- read.csv("movies.csv",sctringsAsFactors=FALSE)
e rating data <- read.csv("ratings.csv")

s

Stz (movic data)

setwd("/home/gatariair/data/movie gata”) gAUTNOr Datarlalr
movie data <- read.csv("movies.csv",stringsAsFactors=FALSE)

rating data <- read.csv("ratings.csv")

strimovie data)

## 'data.frame': 10329 obs. of 3 variables:

## & movieId: int 1 2345670910 ...

## $ title : chr *"Toy Story (1995)" "Jumanji (1995)" "Grumpier Old Men (1995)" *
wailting TO Exnale (1993)" ...

## $ genres : chr "Adventure|Animation|Children|Comedy|Fantasy" “Adventure|Childr
en|Fantasy" "Comedy|Romance" "Comedy|Drama|Romance” ...

1. summary (movie data) $Author DataFlair
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summary(movie data) #Author DataFlair

b movield title genres

## Min. . 1 length:10329 length:10329

## 1st Qu.: 3240 C(Class :character (Class :character
## Median : 7088 Mode :character Mode :character
## Mean : 31924

## 3rd Qu.: 59900

## Max. 1149532

=

head (movie_data)

head(movie data)

## movield title
# 1 1 Toy Story (1995)
#Ht 2 2 Jumanji (1995)
#H 3 3 Grumpier 0ld Men (1995)
## 4 4 Waiting to Exhale (1995)
#H 5 5 Father of the Bride Part II (1005)
# 6 6 Heat (1995)
## genres
## 1 Adventure|Animation|Children|Comedy|Fantasy
#H 2 Adventure|Children|Fantasy
## 3 Comedy | Romance
# 4 Comedy | Drama | Romance
##E 5 Comedy
## 6 Action|Crime|Thriller

[y

summary (rating data) #Author DataFlair
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summary(rating data) #Author DataFlair

## userld movield rating timestamp

## Min. y 18 Min. H 1 Min. :0.506  Min. :8.286e+08
#4 1st Qu.:102.0 1st Qu.: 1072 1st Qu.:3.000 1st Qu.:0.71le+08
## Median :383.0 Median : 2497 Median :3.50@ Median :1.115e+089
##  Mean :364.9 Mean : 13381 Mean :3.517 Mean :1.130e+09
## 3rd Qu.:557.0 3rd Qu.: 5991 3rd Qu.:4.000 3rd Qu,:1,275e+09
## Max. :668.0 Max. 1149532 Max. :5.000 Max. :1.452e+09

3es nead(rating_data)

head(rating data)

## userld movield rating timestamp
# 1 1 16 4.0 1217897793

## 2 : | 24 1.5 1217895807
#H 3 1 32 4.0 1217896246
## 4 1 47 4.0 1217896556
## 5 1 50 4.0 1217896523
## 6 1 110 4.0 1217896150
1. movie genre <- as.data.frame(movie data$genres, stringsAsFactors=FALSE)
s 11pYary (0aTta.Table) (9] tl - E
3 movie genreZ <- as.data.frame(tstrsplit (movie genre[,1], '[]]',
4. type.convert=TRUE) ,
8 atringsAsFactora=FAILSE) #DataFlair
g. calnames{mnvie_genrezj <— g(1:10)
B, list_genre <- c("Action", "Adventure", "Animation", "Children",
8. "Comedy"™, MCrime","Documentary", "Drama", "Fantasy",
10. "Film-Noir", "Horror", "Musical™, "Mystery","Romance™,
11. "Sci-Fi"; "Thriller"; "War", "Western")
13. genxe matl <- matrix(0,10330,18)
13. genre mati[l,] «- list genre
14. coineames (genre macl) <-— 11st genre
15.
16. for (index in l:nrowimovie genre2))
Ly B for (col in l:ncel(movie genre2))
i8 gen_col = which(genre_ma:l:i,] = mnvie_genreZ[index,col]; #Author

DataFlair
genre matl[index+l,gen col] <- 1

(SR
o w

=
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22. genre mat2 <- m.data.fxm(gmrg_mtl[—l,], stringsAsFactors=FALSE)
Fremove firot =ow, whioh was the genze list

23. for (col in 1l:ncoligenie mat2)) {

24, genre mat2[,col] <- as.integer(genre mat2[,col]) #convert from
characters to integers

25. }

26 =tri(genra mat2)

MOVIE genre <- @5.0813.Trane[(movie Uatasgenres, STringsAsSraciors=raLdt)
library(data.table)

movic genre2 =- as.doto.fremc(tatraplitimevic genrel,2), *(11°,
type.convert=TRUE),
etringcAeFartarcaFAl SF) #NataFinir

colnames(movie _genre2) <- c(1:18)

1ist_genre <- c("Action”, “Adventure®, “Animation”, “Children”,
“Comedy™, “Crime”,“Documentary”, “Drama”, “Fantasy",
"Film-Noir®, “Horror®, "Musical®, "Mystery”,*Romance"®,
"Sci-Fi", "Thriller®, "War™, “Western®)

genre matl <- matrix(v, lU3se,1y)

genre matl[l,] <- list_genre

wulnomes (genre_matl) =- lisl_genre

for (indax in 1:nrow(movie genreld}) {

for (col in l:ncol(movie genre2)) {
oen_col = whichloenre matl{l.] == movie genre2findex.coll) #Author Dataflalr

genre matl{index+l,gen col] <- 1

}
}
genre mat2 <- as.data.frame(genre matl[-1,], stringsAsFactorssFALSE) Fremove first row, which was the genre 1ist
for {col in l:ncol(genre mat2)) {

genre mat2(,col] <- as.integer(genre mat2[,col]) #convert from characters 1o iniegers

¥
strigenre mat2)

## 'data.frame': 10329 obs. of 18

## $ Action ydnt B A0 0618001
# $ Adventure : int 110060600160
## ¢ Animation : int 1 0 0 O O BOOBO6
# $ Children s dnt 11280006816
## $ Comedy 14t 10131861468
# % Crime :dnt 9900 Bl1lB60
## % Documentary: int 000000000
## $ Drama t4dnt 60901600686
## $ Fantasy ydnt 110000806
# $ Film-Noir : int 000000000
## % Horror :idnt 600000000
## ¢ Musical :int OO OO POBOO
## % Mystery :dnt 906000060080
## $ Romance +dnt 990110061068
## $ Sci-Fi vdpt 9P ReRBHO60
## $ Thriller i dnt 900001000
## $ War :int 90000 BO00
## $ Western :int 900000000

variables:

1)

OO H OO0 D00 O
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1 SearchMatrix <- cbind (movie date(,1:2], genre mat2([])
2, head (SearchMatrix) $DataFlair

SearchMatrix <- cbind(movie data[,1:2], genre mat2[])

nead(searcnmatrix) #pataFlair
##  movield title Action Adventure Animation
## 1 1 Toy Story (1995) 0 i 1
&z - Jumanji (1995) 0 1 0
## 3 3 Grumpier Old Men (1995) ] e (]
#4 4 4 Waiting to Exhale (1995) ] ] 0
## 5 S Father of the Bride Part II (1005) ("] "] o
## 6 6 Heat (1995) 1 0 0
## Children Comedy Crime Documentary Drama Fantasy Film-Noir Horror Musical
# 1 1 1 0 ] 0 1 ] ;] °]
## 2 1 2] 2] ] :} 1 2} ] e
w3 [} 1 ] 0 [} [} ) [} o
## 4 0 1 ] (] 1 0 i} ] 0
# 5 0 b § ] (:] 2] 0 2] 0 0
## 6 [} 0 1 2} 0 1} 0 [} 2}

## Mystery Romance Sci-Fi Thriller War Western

.

ratingMatrix <- decastirating data, userld-movield, walue.var = "rating",
ne.xm—PALSE) -

ratingMatrix <- as.matrix(ractingMatrixz[,-1]) #remcve userlids

#Convert rating matrix into a recommenderlab sparse matrix

ratingMatrix <- as(ratingMatrix, "realRatingMatrix")

ratingMatrix

(8]

o ke

ratingMatrix <- dcast(rating data, userId-movield, value.var = "rating", na.rm=F
ALSE)

ratingMatrix <- as.matrix(ratingMatrix[.-11) #remove userlds

#Convert rating matrix inte a recommenderlab sparse matrix

ratingMatrix <- as(ratingMatrix, “realRatingMatrix®)

ratingMatrix

## 668 x 10325 rating matrix of class 'realRatingMatrix' with 105339 ratings.

: 1 recommendation model <- recommenderRegiscry$get_entries(datalype =
"realRatingMatrix")
* 1 names (recommendacion model)

recommendation model <. recommenderRegistry$get entries(dataType = "realRatingMatrix")
names ( recommendation_model)

## [1] "ALS realRatingMatrix" “ALS implicit realRatingMatrix”
## [3] "IBCF realRatingMatrix* "POPULAR realRatingMatrix"

## [5] "RANDOM realRatingMatrix” "RERECOMMEND realRatingMatrix”
## [7] "SVD_realRatingMatrix" "SVDF_realRatingMatrix"

## [Q] "URCF realRatingMatrix"

o[98 lapplyirecommendation_model, "[[", "description®)

Lapply(recommendation _model, "[[", "description”)
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## SALS realRatingMatrix

## [1] "Recommender for explicit ratings based on latent factors, calculated by
alternating least squares algorithm.”

##

## SALS implicit realRatingMatrix

## [1] "Recommender for implicit data based on latent factors, calculated by alt
ernating least squares algorithm."

$IBCF_realRatingMatrix
[1] "Recommender based on item-based collaborative filtering."”

$POPULAR realRatingMatrix
[1] "Recommender based on item popularity."

BETELED

1. recmmmznda.tiun_modcl$IBCE‘_IE&IRm;ingHat.rix$paramet.era

recommendalion model3IBCF realRalingMalrixsparamelers

$k
[1] 30

¢method
[1] "Cosine"

$normalize
[1] "center”

$normalize sim matrix

[1] FALSE

$alpha

[1] 8.5

similarity mat <- similarity(racingMatrix[i:4, 1,
method = "cosine”;
which = "users")

as.matrix (similarity mat)

T P REEEEREREEEES

image (as.matrix(similarity mat), main = "User's Similaricies")

similarity mat <- similarity(ratingMatrix[1:4, ],
method = "cosine",
which = "users")

as.matrix(similarity mat)



400 DaATtA SCIENCE HANDBOOK

## 2 i 4
## 1 0.0000000 0.9760860 0.9641723 0.9914398
## 2 0.9760860 0.0000000 0.9925732 0.9374253
## 3 0.9641723 0.9925732 0.0000000 0.9888968
## 4 ©.9914398 0.9374253 ©.9888968 0.0000000

image(as.matrix(similarity mat), main = "User's Similarities")

L. movie similarity <- similaricy(racingMacrix[, 1:4], methed =
b fcpzine™, which = "items")

Lo

as.matrix (movie similarity)

S

5, image (as.matrix (movie similarity), main = "Movies similarity”)

movie similarity <- similarity(ratingMatrix[, 1:4], method =
“cosine", which = "items")
as.matrix(movie similarity)

## i 2 3 4
## 1 0.0000000 0.9669732 0.9559341 0.9101276
## 2 0.9669732 0.0000000 6.9658757 0.9412416
## 3 0.9559341 0.9658757 0.0000000 0.9864877
## 4 0.9101276 0.9412416 ©.9864877 ©,0000000

image(as.matrix(movie similarity), main = "Movies similarity")

1. rating values «<- as.vector(ratingMatrix@data)
2. unigque (rating values) # extracting unique ratings
1. Table of Ratings <- table(rating values) ¥ crsating a count of movie

ratinga

2 Table of Ratings

ratingmvalues <- as.vector(ratingMatrix@data)
unique(rating values) # extracting unique ratings

## [1) 6.0 5.0 4,8 3.0 4.51.52.03.51.82.580.5

Table of Ratings <- table(rating values) # creating a count of movie ratings
Table of Ratings

## rating values

£33 ¢} 8.5 1 1.5 2 2.5 3 3.5 4
## 6791761 1198 32s8 1567 7942 5484 21729 12237 28880
## 4.5 5

## 8187 14856
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Al library(ggplot2)

2. movie views <- colCounts(ratingMatrix) # count views for sach movie

. table views <- data.frame (movie = namesimovie views).

4. views = movie views) £ create dataframe of views
S tabls vicws ~<— table vicws [ozdex (beble viewsfvicws,

&. decreasing = TRUE), ] # sort by number of

views
table viewsftitle <- NA
g for (index in 1:10325)¢
3 tolkle views [index,3] < es.chazacic:s (oubscl (movie dota,
10, movie data$movield ==
:ahle_viewa [index,1])$title)

12. table views[1:§,)

library{ggplot2)
movie views <- colCounts(ratingMatrix) # count views for each movie
table views <- gdata.Trame(movie = names(movie V1ews),
views = movie views) # create dataframe of views

table views <- table views[order(table views$views,

decreasing = TRUC), ) # sort by number of views
table viewsstitle <- NA
for (index in 1:10325){

table views[index,3] «. as._character(subset(movie data,
movie datasmovield == table views[inde

X,1])stitle)
}
table views[1:6,]

#4 movie views title
## 296 296 325 Pulp Fiction (1994)
#4356 356 311 Forrest Gump (1994)
## 318 318 308 Shawshank Redemption, The (1994)
## 480 480 294 Jurassic Park (1993)
## 593 593 290 Silence of the Lambs, The (1991)
## 260 260 273 Star Wars: Episode IV - A New Hope (1977)

1. ggplot (table views[1:6, ], aes(x = title, ¥y = views]) +

2. geom bar(stat="identity", fill = 'steelblue') +

e genm_rext (asz (lahel=viewa), wvinan=-0.3, =ize=3.5) +

4, theme (axis.text.x = elemeént text (angle = 45, hjust = 1)) +
- x

6. ggtitle("Total Views of the Top Films")

ggplot(table views[1:6, ], aes(x = title, y = views)) +
geom bar(stat="identity", fill = 'steelblue') +
geom text(aes(label=views), viust=-0.3, size=3.5) +
theme(axis.text.x = element text(angle = 45, hjust = 1)) +

ggtitle(“Total Views of Lhe Top Films")
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Total Views of the Top Films
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1. image (ratingMatrix[1:20, 1:25], axes = FALSE, main = "Heatmap of cthe firstc
25 rows and 25 ecolumns®)

image(ratingMatrix[1:20, 1:25], axes = FALSE, main = "Heatmap of the first 25 ro
ws and 25 columns")

Heatmap of the first 25 rows and 25 columns
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E. movie ratings <- ratingMatrix[rowCounts (ratingMatrix) > 50,
2. colCounts (ratingMatrix) > 50]
3. Movie ratings

movie ratings <- ratingMatrix[rowCounts(ratingMatrix) > 50,
colCounts(ratingMatrix) > 50]
movie ratings

## 420 x 447 rating matrix of class ‘realRatingMatrix® with 38341 ratings.

. 1 minimom movies<— guantile (rowCounts (movie ratings), 0.98

25 minimum users <- guantile (colCounts(movie_ratings), 0.98

image (movie ratings[rowCounts (movie ratings) > minimum movies,
4. culCounlo (muviec fallngs) 7 miznlmam uowzio]l,
o main = "Heatmap of the top users and movies"

minimum movies<- quantile(rowCounts(movie ratings), 0.9
minimum users <- quantile(colCounts(movie ratings), 0.9
image(movie ratings[rowCounts(movie ratings) > minimum movies,

colCounts(movie ratings) > minimum users],
main = "Heatmap of the top users and movies”)

)
)

a
o
a
o

Heatmap of the top users and movies

Users (Rows)

2 4 6 8

Items (Columns)
Dimensions: 9 x 9

E. average ratings <- rowMeans (movie ratings

ae™) , col—I ("xcd")

2. gplaot (average ratinga, £ill—I ("atcecl

3. ggtitle ("Distribution of the average rating per user™)
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average ratings <- rowMeans(movie ratings)
gplot(average ratings, fill=I("steelblue"), col=I("red")) +
ggtitle("Distribution of the average rating per user")

## “stat bin()' using 'bins = 30'. Pick better value with “binwidth’.

Distribution of the average rating per user

40-

30-

20-

N
w
N
w

average_ratings

normalized ratings <- normalize (movie ratings)
sum (rowMeans (normalized ratings) > 0.00001)

image (normalized ratings[rowCounts (normalized ratings) > minimum movies,

[T S S

colCounts (normalized ratings) > minimum users],

main = "Normalized Ratings of the Top Users")

o

normalized ratings <- normalize(movie ratings)
sum(rowMeans(normalizedfratings) > 0.00001)

#% [1]1 @

image(normalized ratings[rowCounts(normalized ratings) > minimum movies,
colCounts(normalized ratings) > minimum_users],
main = "Normalized Ratings of the Top Users")
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Normalized Ratings of the Top Users

2
- 4
2
[e]
=
2
a

8

2 4 6 8

Items (Columns)
Dimensions: 9 x 9

binary minimum movies <- quantile (rowCounts(movie ratings), 0.85)

1

Z. binary minimum users <- gquancile(colCouncs (movie racings), 0.95)

3. #H.CYFLES_T'F\EEC:’_EJ <= binarize (IT.C"."'_E_‘_’ET.ZZ'_Q'B, minRating = 1)

4.

5. good rated films <- binarize (movie ratings, minRating = 3)

8. image (good rated films[rowCountsimovie ratings) > binary minimum movies,
colCounts (movas_ratings) > binary minimum uIess,

2. main = "Heatmap of the top users and movies")

binary minimum movies <- quantile(rowCounts(movie ratings), ©.95)
binary minimum users <- quantile(colCounts(movie ratings), 0.95)
#movies watched <= binarize(movie ratings, minRating = 1)

good rated films <- binarize(movie ratings, minRating = 3)
image(good rated films[rowCounts(movie ratings) > binary minimum movies,
colCounts(movie ratings) > binary minimum users],

main = "Heatmap of the top users and movies”)
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Heatmap of the top users and movies

5 10 15 20
Items (Columns)
Dimensions: 21 x 23

sampled data<- sample(x = c(TRUE, FALSE),
gize = nrowimovie_ ratings),

(%]

replace = TRUE,
prob = c(0.8, 0.2))

o

training data <- movie ratings|[sampled data,
testing data <- movie ratings|!sampled data,

o

sampled data<- sample(x = c(TRUE, FALSE),

size = nrow(movie ratings),

replace = TRUE,

prob = c(0.8, 0.2))
training data <- movie ratings[sampled data, ]
testing data <- movie ratings|[!sampled data, ]

1. recommendation system <- recommenderRegistrySget entries|dataType
—"realRavingtiavrdx™) o T]
recommendation systemSIBCF realRatingMatrixSparameters

recommendation system <- recommenderRepistrySget entries(dataTvpe ="realRatingMatrix”)
recommendation systemSIBCF realRatingMatrix$parameters
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## sk
111 3@

$method
[1] "Cosine”

snormalize
[1] "center®

$normalize sim matrix
[1] FALSE

$alpha
(1] 8.5

$na as zerg
[1) FALSC

sRIRTTETRERERRRESR

recommen model < Recommender(data — training data,
method = "IBCE",
parameter = list(k = 30))

LT e

s

recommen mndel

(53]

class (recommen model)

recommen_model <- Recommender(data = training data,
method = "IBCF",
parameter = list(k = 30))
recommen_model

## Recommender of type 'IBCF' for 'realRatingMatrix'
## learned using 337 users.

class(recommen model)

## [1] "Recommender"
## attr(,"package")
## [1] "recommenderlab”

model_info <- getModel (recmmnen_model]

& class (model info$sim)

3. dim({model info$sim)

4. top_items <- 20

B, image(mdeliinfo$sim21:topﬁitems, l:top items],
6. main = "Heatmap of the first rows and columns”)

model info <- getModel(recommen model)

class(model info$sim) # this contains a similarity matrix

407
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## [1] "dgCMatrix"
## attr(,"package")
# [1] "Matrix"

dim(model info$sim)

## [1] 447 447

top items <- 20
image(model info$sim[l:top items, l:top items],
main = "Heatmap of the first rows and columns")

Heatmap of the first rows and columns
1 1 1

||
5 (]
(] L]
2
210+ -
H n .
15 - E 8 L
|
20 .
T T T
5 10 15 20
Column

Dimensions: 20 x 20

sum rows <- rowSums (model info§sim > 0)
table (sum rows) £ = F

[T

sum cols <- colSums (model infofsim > 0)
3 gplot (Sum cols, fi111=I("steelblue”], col=I("Ied"))+ ggcicle ("Distribution
of the column count")
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sum_rows <- rowSums(model info$sim > 08)
table(sum rows)

## sum_rows
## 30
## 447

sum_cols <- colSums(model_ info$sim > @)
gplot(sum cols, fill=I("steelblue”), col=I("red"))+ ggtitle("Distribution of the
column count”)

## “stat bin()" using 'bins = 30" . Pick better value with “binwidth’.

Distribution of the column count

60~
40-
20~
0-
' ) ' '
0 50 100 150
sum_cols
1. top recommendations <— 10 # the number of items to recommend to each user
2. predicted recommendations <- predict(cbject = recommen moc{} E = E
3 newdata = testing data,
4. n = top_recommendacions)
38 predicted recommendations
top_recommendations <- 10 # the number of items to recommend to each user

predicted recommendations <- predict(object = recommen model,
newdata = testing data,
n = top recommendations)

predicted recommendations
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## Recommendations as 'topNList' with n = 10 for 83 users.

1

(NN

[T

o

o

5

ugerl <- predicted recommendations@items[[1]] # recommendation for the

first user

&S @mEE

movies userl <- pxadicted_rzcummgndaticns@itemlabelu[u:erl;

movies userZ <— movies userl

for (index in 1:10)%
movies user2[index] <- as.character (subset(mevie_data,

movies_userl[index])$title)

movies_user2

movie dataSmovield ==

userl <- predicted recommendations@items[[1]] # recommendation for the first use

r

movies userl <- predicted recommendations@itemLabels[userl]
movies user2 <- movies userl

for (index im 1:10){

movies user2[index] <- as.character(subset(movie data,

x])stitle)

}

movies user2

g b g g

[

(1

[1] "Broken Arrow (1996)"

[2] "Species (1995)"

[3] "Mask, The (1994)"

[4] "Executive Decision (1996)"
[5] "Annie Hall (1977)"

[6]1 "Little Miss Sunshine (2006)"

movie datasmovield == movies userl[inde

[7] "Pan's Labyrinth (Laberinto del fauno, El) (2006)"

[8] "Hangover, The (2009)"
[9] "Mrs. Doubtfire (1993)"
[10] "Leaving Las Vegas (1995)"

recommendation matrix <- sapply(predicted recommendacions@items,

}) # macrix with

function (n) [ ag.i

the recommendations

Faaim L:ECC_IT.E CI1X)

recommendation matrix[,1:4]

ge= (sol (movic_zasinga) [x])

each uaser

rarammandatinn matrix <. sapply(predicted recnmmendations@items,
function(x){ as.integer(colnames(movie ratings)[x]) }) # m

abrix with the recommendations fur sacli user

#dim(recc matrix)
recommendation matrix|[,1:4]

EREERR R

L2] 2]
L1 95 7
[2.) 106 145
3,1 367 163
[4,] 494 265
{5,] 1238 339
[6,] 46578 350
[7.1 48394 355

[8,] 69122

370

[,3] 1.4]
1748 145
2321 1517
145 163
141 2005
435 4896
4022 160
5218 420
474 2671
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Distribution of the number of items for IBCF

100 -
75 -
50-
) |||||““‘\
ol -.--__
1 2 3 4 5 6 7 8 9 10
item_count
# Movie title No of items
## 21 Get Shorty (1995) 10
#i# 145 Bad Boys (1995) 10
## 19 Ace Ventura: When Nature Calls (1995) 9
## 34 Babe (1995) 9
Bibliography

1. https://data-flair.training/blogs/data-science-r-movie-recommendation/
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Customer Segmentation

STI ICUSTOmSI_d&ata)

oty

names (customer data)

customer data=read.cav | " /home/ dataflair/Mall Customers.csv")

customer data=read.csv("/home/dataflair/Mall Customers.csv"”)

str(customer data)

‘data.frame’: 200 obs. of 5 variables:
tint 12345678918 ...

##
## § CustomerID
##

$ Gender : Factor w/ 2 levels "Female”,"Male": 2211111121

#4 ¢ Age :int 19 21 28 23 31 22 35 23 64 38 ...
:int 151516 16 17 17 18 18 19 19 ...
## 5 Spending.S5core..1.100.: int 39 81 6 77 40 76 6 94 3 72 ...

## $ Annual.Income..k..

names (customer data)

## [1] "CustomerTD" “Gender®

#% [3] "Age"
## [5] "Spending.Score..1.100."

1. Limad (Custumer dala)

a2, summary customer_d.at-a-?kge )

head(customer data)

“Annual.Income, .Kk.."

15
15
16
16
17

## CustomerID Gender Age Annual.Income..K..
# 1 1 Male 19
## 2 2 Male 21
## 3 3 Female 20
## 4 4 Female 23
## 5 5 Female 31
## 6 6 Female 22

summary(customer datasAge)

## Min. 1st Qu. Median
## 18.00 28.75 36.00

Mean 3rd Qu.

38.85

49.00

4 ]

Spending.Score, .1.100.

Max.
70.00

39
81

6
77
40
76

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (413-432) © 2022 Scrivener

Publishing LLC

413
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sd (customer data$ige)
summary (customer dataSAnnual.Income..k..)
ad {:uatnmcr_dotn$hnnun1 «Incomc..k..)

summary (customer dataSlhge)

e W b

sd(customer_ data$Age)

## [1] 13.96901

summary(customer data$Annual.lncome..K..)

## Min. 1st Qu. Median Mean 3rd Qu. Max.
# 15.00 41.50 61.50 60.56 78.00 137.00

sd(customer data$Annual.Income..k..)

## [1] 26.26472

summary (customer datasAge)

## Min. 1st Qu. Median Mean 3rd Qu. Max.
#t# 18.00 Z8. 719 36.00 38.85 49.00 70.00

1. sd(customer data$Spending.Score..1.100.)

sd(customer data$Spending.Score..1.100.)

## [1] 25.82352

a=table (customer data$Gender)
barplot (a,main="Using BarPlot to display Gender Comparision",
ylab="Count",
xlab="Cend=x",
col=rainbow(2),
legend=rownames(a))

WOk

=

oy
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a=table(customer_data$Gender)
barplot(a,main="Using BarPlot to display Gender Comparision”,
ylab="Count",
xlab="Gender",
col=rainbow(2),
legend=rownames(a))

Using BarPlot to display Gender Comparision

8 B m Female
- =@ Male
o
-
o
€ ©-
>
o
U o |
53
o |
o~
o .
Female Male
Gender

pct=round (a/sumia)*100}

ibs=paste(c("Female™, "Male") " ",pct,"¥", 836p=" ")
library(plotrix)

pie3D(a,labels=lbs,

main="Pie Chart Depicting Ratio of Female and Hale")

1y

{7 S P X

pct=round(a/sum(a)*160)
lbs=paste(c("Female", "Male")," ",pct,"s",sep=" ")
library(plotrix)
pie3D(a,labels=lbs,
main="Pie Chart Depicting Ratio of Female and Male")

Pie Chart Depicting Ratio of Female and Male

Female 56 %

Male 44%
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g 8 summary'custcmer_da:a$ﬂge]

summary (customer data$Age)

# Min. 1st Qu. Median Mean 3rd Qu. Max.
## 18.00 28.75 36.00 38.85 49.00 70.00

ikl hist (customer daca$lge,
col="hlue™,
main="Histogram to Show Count of Age Class",

B3

(3

xlab="Age Class",
ylab="Frequency",
labels=TRUE)

o e

hist(customer data$Age,
col="blue",
main="Histogram to Show Count of Age Class",
xlab="Age Class",
ylab="Frequency",
labels=TRUE)

Histogram to Show Count of Age Class

38
n -
m
o
™M
n _|
(o]
9
§ N
>
g -
e
o 4
-
o
I I I I I 1
20 30 40 50 60 70
Age Class

boxplot (customer dataSAge,
col="ffo066",
meiln="Boxplot for Descriprive Analysis of AgeT)

Wb

boxplot(customer data$Age,
col="#ff0066",
main="Boxplot for Descriptive Analysis of Age")
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Boxplot for Descriptive Analysis of Age

70
!

60
!

40

20
!

summary (customer data$Annual.Income..k..)
hist (customer datafAnnual.Income..k..,
col="{E60033",
main="Histogram for Annual Income”,
xlab="Annual Income Class";
ylabk="Fraguency"”,
labels=TRUE)

W B

VT ¥ Y Y

summary (customer_data$Annual.Income..K..)

## Min. 1st Qu. Median Mean 3rd Qu. Max .
#t# 15.00 41.50 61.50 60.56 78.00 137.00

hist(customer data$Annual.Income. .k..,
col="#660033",
main="Histogram for Annual Income",
xlab="Annual Income Class",
ylab="Frequency"”,
labels=TRUE)

417
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Histogram for Annual Income

38

Frequency
10 15 20 25 30 35
| L 1

5
1

0
L

f T T T T T 1
20 40 60 80 100 120 140

Annual Income Class

p plot (density c::st.orr.er_dat.a&f-n:mual Income..K. )
2 col="yellow",
i e main="Density Plot for Annual Income”,
4. Xlab="Annual Income Class",
8 yvlab="Density")
polygon(density (customer data$iAnnual.Income..k..),

T col="§ccffee")

plot(density(customer datagAnnual.Income..k..),
col="yellow",
main="Density Plot for Annual Income".
xlab="Annual Income Class",
ylab="Density")
polygon(density(customer data$Annual.Income..k..),
col="#ccff6B")
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Density Plot for Annual Income

0.015
1

Density
0.010
1

0.(|)05

0.000

1 1
0 50 100 150
Annual Income Class

summary (customer_dacta$Spending.Score..1.100.)

Min. 1st Qu. Median Mean 3rd Qu. Max.
#% 1.00 34.75 50.00 50.20 73.00 35.00

boxplot (custmar_datﬂSSpending .Score..1.100.,
horizontal=TRUE,
cel=n{o90000",
main="BoxPlot for Descriptive Analysis of Spending Score")

wWom 3 ooy ke L B

summary (customer data$Spending.Score..1.1600.)

## Min. 1st Qu. Median Mean 3rd Qu. Max.
#H 1.0 34.75 50.00 50.20 73.80 99.00

boxplot(customer data$Spending.Score..1.100.,
horizontal=TRUE,
col="#990000",
main="BoxPlot for Descriptive Analysis of Spending Score")
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BoxPlot for Descriptive Analysis of Spending Score

T T T T T T
0 20 40 60 80 100

i hist (customer data$Spending.Score..1.100.,
main="HistoGram for Spending Score",

B

5 xlab="5Spending Score Class",
ylab="Frequency”,
col="#6600cc",

lakel=z=TRUE)

1 eks

o

hist(customer data$Spending.Score..1.100.,
main="HistoGram for Spending Score",
xlab="Spending Score Class"”,
ylab="Frequency",
col="#6600cc",
labels=TRUE)

HistoGram for Spending Score

40

Frequency

Spending Score Class
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library (purrr)

P set.seed(1Z3)

3. $§ funcrion to calculate total intra-cluster sunm of sguare

4, iss <- functionik)

S kmcans (customer data[,92:5],;k;itexamanx—100,notart—100;,algozsithm—"Lloyd™
) $tot.withinss -

B. k.values <- 1:10

11. iss values <- map dbl(k.values, iss)

13. plot (k.values, iss values,

14, Type="p", pch = 19, Lrame = FALSE,

15. xlab="Number of clusters K",

18, ylab="Total intra-clusters sum of squares")
library(purrr)
set.seed(123)
# function to calculate total intra-cluster sum of square

iss <- function(k) {
kmeans (customer_datal,3:5].k,iter .max=100,nstart=100,algorithm="Lloyd" )$tot.withins
S

}

k.values <- 1:10

iss values <- map dbl(k.values, iss)

plot(k.,values, iss values,
type="b", pch = 19, frame = FALSE,
xlab="Number of clusters K",
ylab="Total intra-clusters sum of squares"”)

.

250000

T

LR
—_
*—eo— o

Total intra-clusters sum of squares
50000 150000
L l

T T T T 1
2 4 6 8 10

Number of clusters K

E. library(cluster)

2. library(gridExcra)

. 8 libraryigrid)

4,

=1

&. k2<-kmeans (customer_data[,3:5],2,iter.max=100,nstart=50,algorithm="Lloyd")

52{7plottsilhouette{k2$clu5tex,diat(customerﬂﬁaca:,3:5:,"Euclidean“)}\
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library(cluster)
library(gridExtra)
library(grid)

k2<-kmeans (customer data[,3:5],2,iter.max=100,nstart=50,algorithm="Lloyd")
s2<-plot(silhouette(k2$cluster,dist(customer data[,3:5],"euclidean")))

Silhouette plot of (x = k2$cluster, dist = dist(customer_data[, 3:5],
2 clusters G

n =200 .
jinjlaveyq s,
1:85/0.31
2:115]0.28
I T T T I 1
0.0 0.2 0.4 0.6 0.8 1.0

Silhoutte width's;

Average silhoutte width : 0.29

k3<-lmeans (customer data[,3:5], 3, iter maw=100,nstart=50, algorithm="L1loyd"
2. s3<-plot (silhouette (k3fcluster,dist (customer data([,3:5],"euclidean"))

k3<-kmeans(customer datal,3:5],3,iter.max=100,nstart=50,algorithm="Lloyd")
s3<-plot(silhouette(k3$cluster,dist(customer data[,3:5],"euclidean")))

Silhouette plot of (x = k3S$cluster, dist = dist(customer_data[, 3:5],
3 clusters G

n =200 _
jiny | aveig; S
1: 123]0.28
2: 38050
3: 39060
I T T T T 1
0.0 0.2 0.4 0.6 0.8 1.0

Silhoutte width s;
Average silhoutte width : 0.38
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1. k4<-kmeans (customer_data[,3:5],4%,iter.max=100,nstart=50,algorithm="Lloyd")
= Z4<-plot (3ilhouecte (k4§cluster,dist (cusctomer data[,3:5],"euclidean”)))

kd<-kmeans(customer data[,3:5],.4,iter.max=100,nstart=56,algorithm="Lloyd")
sd4<-plot(silhouette(k4scluster,dist(customer data[,3:5],"euclidean")))

Silhouette plot of (x = k4$cluster, dist = dist(customer_datal, 3:5],

n =200 4 clusters
j:nj|aveiscj Si
i:28]051
2: 39]0.58
3: 95/0.29
4: 38|044

I T T T T 1
0.0 0.2 0.4 0.6 0.8 1.0

Silhoutte width's;
Average silhoutte width : 0.41

1. kS<-kmeans (customer data[,3:5],5,iter.max=100,nstarct=50,algorithn="Lloyd")
2 s5<-plot (silhouette (k5$cluster,dist (customer data[,3:5],"e{).il[Jn=) E

k5<-kmeans(customer data[,3:5],5,iter.max=100,nstart=50,algorithm="L1loyd")
s5<-plot(silhouette(k5%cluster,dist(customer data[,3:5],"euclidean")))

Silhouette plot of (x = k5S$cluster, dist = dist(customer_datal[, 3:5],

n =200 5 clusters G
jinylaveeq s
1: 23|042
2: 39|053
3: 23]0.60
4: 36]043
5:79]037
T T T T T 1
0.0 0.2 0.4 0.6 0.8 1.0

Silhoutte width's;
Average silhoutte width : 0.44
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: i ké<-kmeans (customer data[,3:5],6,iter.max=100,nstart=50, algorithm="Lloyd")

s6<-plot (ailhmette (k6Scluster, diat (eunstomer_data[,3:5] ,"euclidean”)))

kb<-kmeans (customer_data[.3:5],6.iter.max=100,nstart=50,algorithm="L1loyd")
sb<-plot(silhouette(kbs$cluster,dist(customer data[,3:5],"euclidean")))

Silhouette plot of (x = k6Scluster, dist = dist(customer_data[, 3:5],

n =200 6' clusters G
J:njlaveiecj s;
1: 39]0.50
2: 45]044
3: 21]042
4: 35041
5:22]058
6: 38]0.39
I I I I I 1
0.0 0.2 0.4 0.6 0.8 1.0

Silhoutte width s;
Average silhoutte width : 0.45

1. k7<-kmeans (customer data[,3:5],7,iter.max=100,nstart=50,algorithe="Lloyd")
2, s7<-plot (silhouette (k7§cluster,dist (customer datal,3:5],"euclidean”)))

k7<-kmeans(customer data[,3:5],7,iter.max=100,nstart=50,algorithm="Lloyd")
s7<-plot(silhouette(k7$cluster,dist(customer data[,3:5],"euclidean")))

Silhouette plot of (x = k7$cluster, dist = dist(customer_data[, 3:5],

n =200 7 clusters G
jinjlaveiq s
1: 29]0.50
2: 22]058
3: 35]040
4: 22]040
5: 38/0.39
6: 44045
7: 10]0.32
f T T T T 1
0.0 0.2 0.4 0.6 0.8 1.0

Silhoutte width's;
Average silhoutte width : 0.44
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i k8<-kmeans (customer_data[,3:5],8,iter.max=100,nstart=50,algorithm="Lloyd")
2. =28<—plot (silhouette (kBScluster,;dist {customer datal,;3:5];"euclidean")))

k8<-kmeans (customer data[,3:5],8,iter.max=100,nstart=50,algorithm="Lloyd")
s8<-plot(silhouette(kBscluster,dist(customer data[,3:5],"euclidean")))

Silhouette plot of (x = k8S$cluster, dist = dist(customer_data[, 3:5],
n =200 8_ clusters G
jinylaveyq s
: 29/0.50

N =

10]0.32
: 22/058

261033

How

5: 45044

6: 21]0.42

7: 37/040

8:10]0.33
T T T T T 1
0.0 0.2 0.4 0.6 0.8 1.0
Silhoutte width s;

Average silhoutte width : 0.43

k9<-lmeans (customer_data[,3:5],9, iter.max=100,nstart=50,algorithm="Lloyd")
2 a9<-plot (silhouette (k9§cluster,diat (cuscomer datal,3:5],"euclidean™)))

k9<-kmeans(customer data[,3:5],9,iter.max=100,nstart=560,algorithm="_L1oyd")
s9<-plot(silhouette(k9scluster,dist(customer_data[,3:5], "euclidean”)))

Silhouette plot of (x = k9S$cluster, dist = dist(customer_data[, 3:5],
n =200 9 clusters G

jinjlaveg s

: 21]0417
: 30(0.26
: 10]0.32
: 22]0.57
: 32/0.34
: 111030
: 241036
: 22]035

: 28]0.51

O 00 NO U»1 phW N

T T T T T 1
0.0 0.2 0.4 0.6 0.8 1.0

Silhoutte width's;
Average silhoutte width : 0.39
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k10<-kmeans (customer data[,3:5],10,iter.max=100,natart=50,:{Y2 [ﬁm 4t E "y
s10<-plot (silhouette (kl0Scluster,dist (customer data[,3:5],"euciidean”)))

k1l0<-kmeans(customer _data[,3:5],10,iter.max=100,nstart=50,algorithm="Lloyd")
sle<-plot(silhouette(kl@%$cluster,dist(customer data[,3:5],"euclidean")))

Silhouette plot of (x = k10$cluster, dist = dist(customer_datal[, 3:5],
n =200 10 clusters C;

jinjlaveeg s
1: 28]0.50
: 29037
1 13]0.28
1 11]0.30
1 271031
13]0.36
1 22|0.56

24032

22]0.38
11]0.28
1
1.0

CwV ® O U AWN

_

T T T T
0.0 0.2 0.4 0.6
Silhoutte width s;

Average silhoutte width : 0.38

o
©

% library (NbClust)
2.  librery(factocxtza) > Qp = FE
4. fviz nbclust (customer data[,3:5], lmeans, method = "silhouette")
library(NbClust)
library(factoextra)

## Loading required package: ggplot2

## Welcome! Related Books: "Practical Guide To Cluster Analysis in R’ at https://goo.g
1/13EFCZ

fviz_nbclust(customer data[,3:5], kmeans, method = "silhouette")
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Optimal number of clusters

04 //)_H_,/// é N

0.3 P

0.2

0.1

Average silhouette width

0.0 i

1 2 3 4 5 6 7 8 9 10
Number of clusters k

1. set.seed(125)

Z. stat_gap <- clusGap (Customer agata(,3:5), FUN = kmeans, nstp- 5; E
E.max = 10, B = 50)

4. fviz gap stat(stat_gap)

3

compute gap Staris

set.seed(123)

gap stat <- clusGap(customer data[,3:5], FUN = kmeans, nstart = 25,
K.max = 18, B = 50)

fviz gap stat(gap stat)

Optimal number of clusters

0607
0.55{ !
g '
o '
4 !
0507 !
o .
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8 :
045 [
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1
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1= ké<-kmeans (customex data[,3:5],6,iter.max=100,nstarc=50,algorithm="Lloyd")
2. k6

# compute gap statistic
k6<-kmeans (customer_data[,3:5],6,iter.max=180,nstart=50,algorithm="L1oyd")
k6

## K-means clustering with 6 clusters of sizes 45, 22, 21, 38, 35, 30

S

## Cluster means:

£z Age Annual.Income..k.. Spending.Score..1.100.

## 1 56.15556 53.37778 49.08889

#8 2 25.27273 25.72727 79.36364

## 3 44.14286 25.14286 19.52381

## 4 27.00000 56.65789 49,13158

## 5 41.68571 88.22857 17.28571

## 6 32.69231 86.53846 82.12821

##

## Clustering vector:

¢ [1]132323232323232323232323232323232323

## [36] 23232121432144414411111411411141144

# [711 11111414411411411441141444141441141
Ta pcclust=prcomp (customer data[,3:5],scale=FALSE) #principal component

analysi=
summary (pecluat)

pcclustérotation[,1:2]
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pcclust=prcomp(customer_datal.3:5].scale=FALSE) #principal companent analysis
summary (pcclust)

## Importance of components:

## PC1 PC2 PC3
## Standard deviation 26.4625 26.1597 12.9317
## Proportion of Variance 0.4512 0.4410 0.1078
## Cumulative Proportion 0.4512 0.8922 1.0000

pcclustsrotation[, 1:2]

## PC1 PC2
## Age B.1889742 -8.1309652
## Annual.Income..k.. -0.5886410 -0.8083757
## Spending.Score..1,100. -0.7859965 0.5739136
% set.seed (1)
2. ggplot icustomer data, &3 (X =Annual.Income..K.., ¥ =
Spending.Secore..1.100.)) +
8 geomﬂpoint[stat = Widentity", aes(cclor = as.factor(kEfcluster))) +
4. =cale color discrece (name=" ",

progiko=e (1Y Bg%. g R40C ARG RER) §
labela=c¢ ("Cluster 1", "Cluater 2"; "Cluster 3", "Cluster 4%;
"Cluster 5","Cluster 6")) +
ggtitie("Segments of Mall Customers", subtitle = "Usang K-means
Clustering")

Mmoo

## VISUI TASE THE CLUSTERS
set.seed(1)
ggplot(customer data, aes(x =Annual.Income..k.., y = Spending.Score..1.100.)) +
geom _point(stat = “"identity", aes(color = as.factor(k6scluster))) +
scale color_discrete(name=" ",
breakss=c(“1%, *2%, “3*, "¥, "8, "%},
labels=c("Cluster 1", "Cluster 2", "Cluster 3", "Cluster 4",
"Cluster 5"."Cluster 6")) +
ggtitle("Segments of Mall Customers”, subtitle = "Using K-means Clustering")

Segments of Mall Customers
Using K-means Clustering

100~ .
Ll L]
s e e .. LI .
. 2 " . = J
- . .9 - LJ . L
5 e 3
o 75- «c @ ee” ._~ : b .
9 . ®
- 2 - :. - . » Cluster1
g .,l-r i:- ;,-l' s Cluster2
éé’ 50- ."-'.1. H jég = Cluster3
k= o~ e i@, « Cluster4
© - -4 s Cluster5
c .. [ & %
8. LY . » Cluster6
w5 ] O * . lia
LY
: . n
€ o : : g« - =
HU . =
ol it T S-.-
50 100

Annual.lncome. k..
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ggplot (customer_data, aes(x =Spending.Score..1.100., v =Age)) +
geom point(stat = "identicty”, aesicolor = as.factor(kéScluster))) +
scale_color discrete (name=" ",
breaks=c("1n", "2m, m3n, ngm  wgwe mgn)
Tabeis= ("Clusier 1%; T"Clusuer 2%; "Cluswer 37
PCluster 47, "Cluater 5,"Cluster 67)) +
6. ggticle ("Segments of Mall Customers™, subtitle = "Using K-means
Cinatering™)

[T ST U

ggplot(customer data, aes(x -Spending.Score..1,100., y =Age)) 1
geom point(stat = "identity", aes(color = as.factor(k6scluster))) +
scale color discrete(name=" ",
prasks=c{®I®. "2% 3. 74", "5."8%),
labels=c("Cluster 1", “Cluster 2", "Cluster 3", "Cluster 4",
"Cluster 5","Clucter ")) +
ggtitle("Segments of Mall Customers"”, subtitle = "Using K-means Clustering")

Segments of Mall Customers
Using K-means Clustering

100- .. = %
- . .
LI ) . 2 ' L - .
P ik > <. .
L] - . = e
o 75- S: - s’ .'Q,S. =% .
) : . o
- 2 - e . » Clusterl
g « Cluster2
&J) 50- « Cluster3
2 « Cluster4
© o L « Clusters
c -
L LY . s Clusteré
A » - . - .
25- » . .
g y
L]
g = o. - .. - * ;- A
o . - .
L S e . .
0. L]
50 100
Annual.Income..k..
a3 kCols=function (vec) {cols=rainbow (length (unique (vec)))
return (cols[as.numerici(as.factor(vec))]): €2 [n = E

O ]

. digCluster<-ké$cluster: dignm<-as.character (digCluster): # ¥-means

clustexs

m

8. plot (pcclustsx[,1:2], col =kCols(digCluster),pch =19,xlab ="K-
means", ylab="classes")
legend ("bottomleft”™, unique (dignm) , fill=unique (kCols (digCluster)))

kCols=function(vec){cols=rainbow (length (unique (vec)))
return (cols[as.numeric(as.factor(vec))])}

digCluster<-kb6scluster; dignm<-as.character(digCluster); # K-means clusters

plot(pcclustsx(,1:2], col =kCols(digCluster),pch =19,xlab ="K-means",ylab="classes")
legend( "bottomleft",unique(dignm), fill=unique (kCols(digCluster)))
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Breast Cancer Classification

pip install numpy opencv-pyvthon pillow

Bl Command Prompt

mkdir datasets

mkdir datasets\original

M Anaconds Prompt (Anscondal)

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (433-444) © 2022 Scrivener
Publishing LLC
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=

import os

b

s INPUT_DATASET = "datasets/original”

d o

BASE PATH = "datasets/idc"

TRAIN PATH = os.path.sep.join([BASE PATH, "training"])
VAL PATH = os.path.sep.join|([BASE PATH, "validation"])
TEST_PAIH = os.path.sep.join([BASE_PATH, "testing”])

~1 oy

W

10. TRATN SPLIT = 0.8
1. VAL SPLIT = 0.1

L} config.py - CG\Users\Sumeet Rathore\Desktop\breast-cancer-classification\breast-cancer-cla.,  — (u] X

File Edit Format Run Options Window Help
Tt os

INPUT_DATASEI = "datasets/original”™

BASE PATH = "datasets/idc"

TRATN_PATH = 05.pavh.sep.join([BASE_PATH, "training”])
VAL PATH = os.path.sep.join([BASE_PATH, "validation"])
TEST _PATH = os.path.sep.join ([BASE_PATH, "testing”])

TRAIN SPLIT = 0.8
VAL SPLIT = 0.1

Ln:12 Cok0
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(ST T . Y TS 1

B

n =

BREAST CANCER CLASSIFICATION

from cancernet import config
from imntiles import paths

import random, shutil, os

originalPaths=lisc (paths.list images(config.INPUT DATASET))
random.seed (7)

random.ohuffle (oxiginallatho)

index=int (len(originalPaths) *config.TRAIN SPLIT)
trainPaths=oricinalPaths!:index]
teatPath==originaliPaths[index:]

index=int (len (trainPaths) *config.VAL SPLIT)
valPaths=trainPaths|[:index])

trainPatha=ryainPathaindaw:]

aatasets=| ("training”, Trainratns, CORNILg.IKALN PALH),

("validation”, wvalPaths, config.VAL PATH),
("testing™, testPaths, config.TEST PATH)

for (setType, originalPaths, basePath) in datasets:

print (E'Building {setTvpel set')

If puv us.pelll.exlsues (bascPauly) 3
print (£'Building directory {base path}')
os.makedirs (basePath)

for path in originalPaths:
file=path.split (as.patn.sep) [-1)

label=fi¥e[-5:-4]

lapelPath=0s.path.sSep.join | (basefach, label )
if not os.path.exist=(labelPath):
print (£f'Building directory {labelPath}'}

oz malkadirz (lakhalbDarth)

newPath=o3.path.sep.join| [labelPath, file])
shutil.copyZ (inputPath, newPath)

435
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Lc}". build_dataset.py - C:\Users\Sumeet Rathore\Desktop'\breast-cancer-classification\breast-can.. — (m] X

File Edit Format Run Options Window Help
£

o

ig

imutils paths
randum, shutil, os

list(paths.list_images (conrfig.INFUT DATASEI))

onfig.TRAIN_SFLIT)
iginalPaths[:index]
riginalPaths[index:]

inPaths) *config.VAL S

", trainPaths, config.TRAIN PATH),
=", valPaths, config.VAL PATH),

s testPaths, co:‘.flg.T;.:-".’_FAI‘Z-}j

datasets:

os.path.exists (basePath):
(£'Buildi CTO asePathl')

os.makedirs (basePath)

iginalPaths
=path.split (os.path.sep) [-1]
label=file[-5:-4]

labslPath=os.path.sep.join([basePath, label])

os.path.exists (labelPath) :

ry |labelPath}‘)

P o (£'Buildi dix

os.makedirs (labelPath)
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from keras.models import Sequential

from kWeras.layera.nnrmalization import BatchNormalization
from keras.layers.convolutional import SeparableConvZD
£xom lkeras.layezs.oonvelutional impozt ManloolinglD

from keras.layers.core import Activation

Lrum kKeias.layclis.Cuic impurl Flavueon

B T, B P R )

from keras.layers.core import Dropout
from keras.layers.core import Dense
from keras import backend as X

. alass CancerNet:

B

@staticmethod

def buzld (wadth, hexght, dapth, classss)
* model=Sequential()
shape={height,widch,d=pth)
channelDim=-1

Mo s

ol

d O ke W

1

if K.image data format()=="channela firsc":
shape= (depth, height, widch)
channelDim=1

93 modal _add (SeparahleConv2D (32, (3,3)
padding="same", input_shape=shape) )
model.add (Activation ("relul))
model .add (BatchNormalization (axis=channelDim) )
model . add (MaxPuoling2D(puul size—(2,2)))
model .add (Dropout (0.25) )

"

MR OR BB
i

model .add (SeparableConv2D (64, (3,3), padding="same"))
model.add (Activation ("relu”))
model .add (BatchNormalization(axis=channelDim) )

[N )

B o o

- IS model.add (SeparableConv2D(64, (3,3), padding="same"))
33a. model.add (Aotivation ("xrelu))

33. model . add (BatchNormalization (axis=channelDim) )

34, model.add (MaxPooling2D(pool size=(2,2)))

35. modal . add (Dropout (0.25))

model.add (SeparableConv2D (128, (3,3), padding="same"))
mndal _add (Aetivation ("raln®™) )

model .add (BatchNormalization (axis—channelDim) )
model.add(SeparacleConvZD (128, (3,3), padding="same"))
madel.add (Activation ("relu”))

model.add (BatchNeormalization (axis=channelDim) )
model.aqaq(Separacleconvzbilzs, (3,3), paaoing="same"))
model.add (Activation ("relu”))

madel.add (BatchNormalization (axis=channelDim) )
modsl.odd HaxFoclingilipeol size—(2,2) )

maodel .add (Dropout (0.25) )

4

49, modcl.add (Flacten())

50. model.add (Dense (256) )

51. model.add (Activation ("relu”))

572 mndal  add (RatehMoarmalizarion ()}
3. model.add (Dropout (0.5) )

54.

58. model . add (Dense (classes) )

56, model.add (Activation ("softmax"))
=

58; return model
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o . CCacE- e\ o o

&

etpy -

Ml [dit Tomet Mun Optivns Window iy

ot

o

oW

B I T

keras.models irport Sequential

Mexas.lay
keras.layeras.convolutional importc SeparableConv2D
keras.lavers.convolutional import MaxPooling2D

keras.layers.coze
keras.layers.core
kezas.layers.core
kezas.layers.cozre

a smpeost Bazohi. 1 i

kazas iep-

Canceriet

Activation
Flatten
DIopouc

* Dense

=+ backend as K

@szaticmathod
2ef build(widch,height,depth,classes):

model=Sequeacial ()
shape=(height,widch, depth)
channelDim=-1

if K.image _data_format()=="chammels fizsc™:
shape=(depth;height,width)
channelDim=1

model.add (SeparableCenv2p (32, (3,3), padding="same",1iaput shape=shape))
model.add (Activation(“relu™))

model.add (BacchNormalization (axis=channelDim))

model.add (MaxPooling2D(pool _size=(2,2)))

model.add(Dropout (0.25))

model.add (SsparableConv2D (84, (3,3), padding="sa=="))
model.add (Activation ("relu¥))

model.add (BatchNormalization (axis=channelDim))
model.add (SeparableConv2D (€4, (3,3), padding="sams"))
model .add {Activation ("relu®))

model.ada (B 11ZATION (AXLS Dim) )
model.add (MaxPooling2D(pool_size=(2,2)))

madel.add (Drepout (0.25))

model .add (SeparableConv2D (128, (3,3), padding="sam="))
model.add (Activation(“rsin"))

model . add (BatchNormalization (axis=channelDim))
model.add (SeparableConv2D (128, (3,3), padding="ses="))
model.add (Activation("rele”))

model _add (B lizarion(axis 1Dim) )
model.add (SeparableConv2D (128, (3.3), padding="sam="))
model.add (Activasion ("zelu”))

model.add (BatchNormalizacion (axis=channelDim))

model . add (MaxPooling2D(pool size=(2,2)))

model.aad (Dropout (0.25))

medel.aaa(FlazteEn())

model.add (Denss (25€) )

modal_add (Accivazion (®ralu))
model.add (BatchNormalization())
model . add (Dropout (0.5))

model.add (Dense (Classes) )

medel . add (Retivative (Teelvmen ) )

import matplotlib
matplotlib._use ("Aggh)

Irom
from
from
from
fram
from
from

keras.preprocessing.image 1mMport lmagelatatienerator
keras.callbacks import LearningRateScheduler
keras.optimizers import Adagrad

keras._ utils import np utils

sklearn_metrics import classification report
sklearn.metrics import confusion matrix
cancernet.cancernet import CancerNet

o X
B
v
I
.l
Lnid40 Col:36
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from cancernet import config
Lium imutils impurt palbhis
import matplotlib.pyplot as plt

import numpy as np
import oS

P e e
o W N

—1

NUM EPCCHS=40; INIT LR=le-2; B5=32

o

o

14. trainPaths=list (paths.list images(config.TRAIN PATH))

20. lenTrain=len(trainPaths)

AL lenVal=len(list(paths.list images(config.VAL_PATH)))
22. lenTest=len (list (paths.list_ images (config.TEST_ PATH)) )
23

24, trainLabels=[int (p.split (os.path.sep) [-2]) for p in trainPaths]
25. trainLabels=np utils.to categorical (trainlabels)

24. classTocals=crainlLabels, sum(axis=0)

2%, claszsWeight=classTotals.max () /classTotals

28.

23 trainfug — ImagcDatalCencratox (

30 rescale=1/255.0,

i 112 rotation range=20,

32. zc.om_::angc‘-{). 05,

33 width shifr range=0.1,

height shift range=0.1,
snear_range=9.035,
horizontal flip=True.
vertical flip=True,
f£fill mode="nearest")

valZug=ImageDataGenerator (rescale=1 / 255.0)

42, trainGen — traindAug. fluw_frum_dlz:c‘tory {
43. config.TRATIN PATH,
class mode="categorical®,
. EEIUEU_SlZE= (48,48) ,
color mode="xrgb",
shuffle=True,
4 batch =size=BS5)

45

ks
m -1 &

e
o

valGen = vallug.flow from directory(
config.VAL PATH,
class mode="categorical",

[
=

o
=

target_size=(48,18),

color mode="rgb",

i, shuffle=False,

55. bateh size=335)

testGen = valAug.flow from directorv(
config.TEST_PATH,
class mode="categorical”,

[ 8

5
5

W
1 &n

w
o

n
&

target size= (48,48) ,

color mode="xrgb",

o

439
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shuffle=False,
batch_size=BS)

;o oy

e

B4, model=CancerNet.build(width=48, height=45,depth=3,classes=2)

§3. opt=Rdagrad (1r=INIT LR,decay=INIT LR/NUM EPOCHS)

88, model.compile|loss="binary crossentropy",optimizer=opt,metrics=
["acocuracy”] )

H=model.fit_generator(

trainGen,
T4 steps per epoch=lienirain//B3,
72. validation data=valGen,
73 validation_steps=lenVal//35,
Td. clasa_weight=classWeight,
i epochs=NUM_EPCCHS)
&

s print ("Now evaluating the mnrel™)
testGen.reset ()

pred indices=np.argmax(pred indices,axis=1)

print (classification report (testGen.classes, pred indices,
target names=testGen.class indices.keys()))

oo

o R

cm=confusion matrix{testGen.classes,pred indices)
TOTA1l=3um (3um (cm) )
accuracy=(cm[0,0]+cm[1,1])/total
specificity=cmil,1]/(cm[1,0]+cm{1,1])

sensitivity=cm[0,0]1/ (cm[9,0]+cm[0,1])

princ (cm)
9. printc (f'Accuracy: {accuracy}')
22. princ (f'Specificicy: [opeeificityl')
93. princ (f'Sensitivity: {sensitivityl}')

g35. N = NIIM_FEPOCHS
gg. plt.style.use ("ggplot")

97, plt.tigure()

98. plt.plot (np.arange (0,W¥), M.historv["loss™], label="train loss")
99. plt.plot (np.arange (0,N), M.nhistory["val loss"], label="val loss")
160. plo.plot (np.arangs (0,H), M.hissoxy|["acs"], label—"oxain asc™)

101 plt.plot (np.arange(0,N), M.history("val acc"], label="val acc")
ig02. plt.ticle ("Training Loss and Accuracy on the IDC Dataset™)

10% plit wlahal ("Fpach Na 1)

104. plt.ylabel ("Loas/Accuracy™)
10%5. pit.legend(loc="lower lert"”)
1086. plt.savefig('plot.png')

pred indices=model.predict generator (testGen, steps=(lenTest//B5)+1)
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[ vain_modelpy - C: i classificationttrain_model py (3.7.3) - @ X
File Edt lommet Mun Optiema  Window Hslp

sopcit matpletlib 4
matpiotlib. usel®ies®)

]

keras.preprocessing.image iopo:t ImageDataGenerator
XeTa3.Callbacks inp LesrningRatescheaules
kezas.optimizers impo:: Adagraed

keras, ucils import utils

sklearn.metrics . classificacion report
sklearn.metrics i=p oan:anm matrix

'awy.uup

import on
NUM_EPOCHS=40; INIT LR=le-2; BE=32

trainPaths=list (paths.list_images (config.TRAIN_PATH))
lanTrainslen (vrainbachs)

lenVal=len(list (pa\'.'nl.ltll:_llleel (config.VAL_FATH)))
lenTeat=len (list (patha. 1!.-:_'”: ({config .rm_:sm: 1)

tragnlabels=(int (p.split (os.path.sep) [-2]) fo: p in trainPaths]
trainlabels=np utils.to_categorical (trainlabels)
classlotals=trainlabels.sum(axis=y)

clasaWeight=classTotals.max () /clasaTocals

trainiug = ImageDataGenerator(
rescale=1/255.0.
rotation_range=20,
2o0m_xange=0.05,
widch_shifi 151:-3!-0 1,
height_shift zange=0.1,
shear zmge-b 085,
Rorizontal flipe
wvertical flip=i:
'ul-nd:—'nl.=1-=.)

valhug g G s le=l / 235.0)

trainGen = trainjug.flow from direcrory(
config. TRAIN_PATH,
class_mode="categorical®.
target_size=(48,48),
color_moads="zgh"™,
shuffle=Tcus,
batch_sizewm8S)

valGen = valhAug.flow_from directory(
config. VAL _PATH.
class_mode="categurical®,
carget_sizew(48_48),
color modestrgh™,
shufflamislas,
batch_size=BS)

caarfien = vallng.flow from divacroryl
config.TEST PATH,
class modemtcgeagarical®,
target_sizew(48,48),
color_mode="rabw,
shufflesialse,
batch_size=BS)

model=CancerMec . build(widch=48, height=40, depch=2, clasases=3)
cpr=Adagrad (lr=INIT_LR,decay=INIT_LR/NUM_EPOCHS)
madel.compile (lesa="binssy srssssnsscpy”,sprimissr=spe, mevrios=[Tsssusrasy ]}

M=model.fir generator(
szainCen,
steps_per_cpoch=lenTrain//BS,
validavion_dasa-valGean,
validation steps=lenVal//B5,
c;caaﬁwawm;ﬂ;lca aWeight,

epocha=NUM_EPCCHS)
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Training Loss and Accuracy on the IDC Dataset

——
0.8-
0.7
>
3
5
;d 0.6
>
8
0.5-
—— train_loss
0.4 - [ valllossERI NP e | g
train_acc o [ T e
—— val_acc
0 5 10 15 20 25 30 35 40
Epoch No.
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Traffic Signs Recognition

1, pip install tenocorxflow keros skilcorn matplotlib pandos pil

isPC » Local Disk (D7) > dataflair projects » Project - Traffic sign classification »

Name Date modified Type Size

meta 04-0C1-19 12:3Z PM  File folder

test 04-Oct-19 1252 PM  File folder

train 04-Oct-19 12:55PM  File folder
ﬂ Meta 25-Nov-18 613 PM  Microsaft Excel C 2kR
Q) Test 25-Nov-18&:13PM  Microsoft Excel C... 418 KB
@i Train 23-Nov-18 G13PM  Microsoft Excel .. 1,696 KB

[9]: dimport numpy as np
impert pandas as pd
import matplotlib.pyplot as plt
import tensorflow as tf
from PTl impart Tmage
impert os
#rom cklearn modal_selection impert train_test_split
from keras.utils import to_categorical
from keras.models dmpert Segquential
from keras.layers import Conv20, MaxPool2D, Dense, Flatten, Dropout

data = []

labels = []

classes = 43

cur_path = os.getcwd()

for i in range(classes):
path = os.path.jein{cur_path, 'train' ctn(i))
images = os.listdir(path)

for a in images:
Try:
image = Image.open(path + '\\'+ a)
image = image.resize((38,30))
image = np.array(image)
#sim = Image.fromarray(image)
data.append(image)
labels.append(i)
axeaph:
print("Error loading image”)
data = np.array(data)
labels = np.array(labels)

Kolla Bhanu Prakash. Data Science Handbook: A Practical Approach, (445-454) © 2022 Scrivener
Publishing LLC
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[18];: | print(data,shape, labels.shape)
X_train, X_test, y train, y_test = train_test_split(data, labels, test_sizez®8.2, random_statezd2)
print(X_train.shape, X_test.shape, y_train.shape, y_test.shape]

y lvein = tu_cetegurivel{y_trein, 43)
y_test = to_categorical(y_test, 43)

(39209, 30, 30, 3) (39209,)
(31367, 3¢, 30, 3) (7832, 3¢, 30, 3) {31347,) (7642,)

[11]: |modal = Sequantial()

model.add(Conv2D(filters=32, kernel_size=(5,5), activationz'relu', input_shapezX_train.shape[1:]))
model.add(Conv2D(filters=32, kernel size=(5.5). activation='relu'))
model . add(MaxPool2D(pool _sizez(2, 2)))

model . add(Dropout (rates@.25))

model.add(Conv2D(filters=64, kernel_sizes(3, 3), activation='relu'))
model.add(Conv2D(filters=64, kernel_size=(3, 3), activationz'relu’))
model.add(Maxroolu(pool_size=(Z, £)))
model.add(Dropout(rate=6.25))

wodel,edd(Flatten())

model . add(Dense(256, activation='relu'))

madel add(Dropout (rate=n 5))

model.add(Dense(43, activationz'softmax'))

#Compilation of the model
rodel, compile(loss="categorical_crossentropy’, optimizer='adam', meteics=['sccuracy’])

[12]: epochs = 15
history = model.fit(X_train, y_train, batch_sizez6d, epochsszepochs,validation_data=(X_test, y_test))

Train on 31367 samples, validate on 7842 samples

Epoch 1/15

31367/31367 [ ] - 82s Ims/step - loss: 2.3108 - accuracy: ©.4369 - val_lo
ss: ©.6590 - val_accuracy: ©.8234

Epoch 2/15

31367/31367 [ ] - 82¢ 3Ims/step - loss: B.8266 - accuracy: B.7886 - val_lo
551 B.3468 - val_accuracy: 0.9100

Epoch 3/15
31367/31367 |
237 0.1882 - vel_sccuracy: 0.9504
Epoch 4/15
31367731367 [
s5: 8.1373 - val_sccuracy: 8.9661

Epoch 5/15

31367/31367 [ ] - 88s 3ms/step - loss: 8.3565 - accuracy: 8.8958 - val_lo
ss: 0.1068 - val_accuracy: 8.9702

Epoch 6/15
31367/31367 [
55: 0.1527 - val_sccuracy: 0.9575
Epoch 7/15
31367/31367 |
35: ©.0888 - val_accuracy: ©.3753

Epoch 8/15

31367/31367 [ ] - 81c Imc/<top - Ince: B.2429 - arcueacy: 8.9271 - val_ln
551 9.8934 - val_accuracy: €.9737

Epoch 9/15

31367/31367 [ =a=e] - 84s Ims/step - loss: 8.2429 - accuracy: 8.9299 - val_lo
ss: B.08772 - val_accuracy: 0.9763

Epoch 10/15
31367/31367 [
ss: 8.1133 - val _accuracy: 0.9663

Epoch 11/15

31367731367 [ 1 - 82s 3Ims/step - loss: 0.2200 - accuracy: ©.936@ - val_lo

s$s: 0.8823 - val_accuracy: 9.9786

Epoch 12/15

_31367/31387 [ L 80c dmc/ctop - loce: 0.2046 - accuracy: 0.9406 - valle

ss: 9.0886 - val_accuracy: 0.9787

Epoch 13/1%

31367/31367 [ 1 - 80s 3ms/step - loss: 9.1876 - accuracy: ©.9452 - val_lo

sg: 0.0569 - val_accuracy: 69852

Epoch 14/15

31367/31367 [ ] - B81s 3ms/step - loss: 0.2007 - accuracy: 9.9432 - val_lo
ss: 0.9629 - val_accuracy: 0.9811

Epoch 15/15

31367/31367 [ ] - B1s 3ms/step - loss: ©.1914 - accuracy: 0.9463 - val_lo
ss: 0.8676 - val_accuracy: ©.9813

83s 3ms/step - loss: 0.5738 - accuracy: 0.8283 - val_lo

855 Ims/step - loss: 0.4282 - accuracy: 0.8720 - val_lo

-

81s 3ms/step - loss: @.3881 - accuracy; 8.9074 - val_lo

81s Ims/step - loss: 0.2730 - accuracy: ©.9192 - val_lo

"

- 81s 3ms/step - loss: 0.2176 - accuracy: 0.9364 - val_lo

.




[13]):

: ple.
plt.
plt.
Jtitle('Accuracy')

plt

plt.
plt.
plt.

plt.
.plot(history.history['loss’], label=z'training loss')
plt.
ple.
.xlabel('epochs')
.ylabel('loss')

plt.

plt

plt
plt
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figure(D)
plot{histony istony [ accurncy’ 1} Tabala'training acewracy’)
plot(history.history['val _accuracy'], label='val accuracy')

xlabel('epochs’)

ylabel('accuracy')

legend()

figure(1)

plot(history.history['val_loss'], label="val loss")

title('Less')

legend()

<matplotlib.legend.Legend at Ox24eece8e48>
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from sklearn.metrics import accuracy_score
import pandas as pd

y_test = pd.read_csv('Test.csv')

labels = y_test[“ClassId”].values
imgs = y_test["Path"].values

data=[]
for img in imgs:
image = Image.open(img)
image = image.resize((30,30))
data.append(np.array(image))
X_test=np.array(data)
pred = model.predict_classes(X_test)
#Accuracy with the test data

from sklearn.metrics import accuracy score
accuracy_score(labels, pred)

©.9532066508313539

1.  'model.save('traffie classifier.hb’)
Is import numpy as np
Z import pandas as pd
A import matplotlib.pyplot as plt
4. import cva
B import tensorflow as tf
6. from PIL import Image
T import oS
g. from sklearn.model selection import train test splitc
8. from keras.utils import to_categorical
ig. from keras.medsls impors Scguential, leoad medel
11s from keras.layers import ConvzD, MaxPool2D, Dense, Flatten, Dropout
12;
13, data = []
14. labels = []
15 clagses = 43
18. cur path = osa.getcwd()
15, #Revrieving che images and thelr labels
19, for i in rangeiclasses):
20. path = os.path.join(cur path, 'train’,str(i})
21. imagas = cs.ligtdir (path)
22,
23. for a in images:
24, trv:
25. image = Image.open(path + '\\'+ a)
2g., image = image.Ireslize((39,39))
i image = np.array(image)
28. #gim = Image.fromarray(image)
29 data.oppend (image)
30, lzabels.append(i)
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Il except:

32, print ("Exrror loading imaga™)
33.

34. #Converting lists into numpy arrays

3s. data = no.arravidata)

35. labels = np.arravilabels)

38, print (data.shape, labels.shape)

38. #5plitting training and testing dataset

19, x__e::ain, X__cc:af., y_\::ain, ¥_Teos — e!ain_tcat__oplitldaca, labelo,
t.est_:!iz:-G 2y rand.nm_5tute-42 ]

print (X train.shape, X test.shape, v train.shape, v test.shape)
¥Converting the labels into ome hot encoding

Yy train = to_categorical (y train, 43)
¥ test = to categorical (y test, 43)

ing the model

model = Sequentiali)

model .add (Conv2Di{filters=32, kernel =ize={5.5), activation="relu',
input_shape=X train.shape[1:]))

51. model .add (ConveD (£iltexzo—32, kezrncl sizc—(5,5), activation—'relu'))
52. model .add (MaxPool2D(pool size={2, 2)))

53 model.add(nrnpout(rate=0?25jx )

5d. mndel _add (Cnnv2D (Ffilters=R4_ !rprnﬂ'l_,:n' ze=(2, R), aActivatinn="raln’})
55, model.add {Conv2D (filters=64, kernel size=(3, 3), activation='relu'))

model.add (MaxFoolZD (pool size=(2, Z)))
model. add (Dropout (rate=0.25) |

model .add (Flatten())

mudel sadd (Dease (206; avlivabiva—"zclu'))

model.add (Dropout (rate=0.5))

€1. model.add (Dense (43, activation="softmax'j)

62.

63 $#Compilation of the model

4. model.complle (loss="categorical CrOSSenctropy’, optlmizer="adam®, MEGI1cs=
['accuracy'])

65.

fA. epochas = 15

&7, history = model.fit (X train, y train, batch size=32, epochs=epochs,
Vallaﬂfplﬂn_dﬂid; EK_EEBC, ¥y_E=st))
+ model.save("my model.n5")

% #plotting graphs for acocuxacy

5 A plt.figure (D)

72. plt.plot (history.history['accuracy'], label='training accuracy')
73 plt.plot (historv.historvi'val accuracyv']l, label='val accuracv')
4. plt.title ('Accuracy')

i pPlt.xlabel ("epocns’ )

. plt.ylabel ('accuracy')
77 plt.legend|)
8. plet.shew()

plc.figure(l)

plt.plnt (histnry. histnory['1nss'], lahel='training 1na=s"')

plt.plot (history.history['val loss'], label='val loss')
B3, pit.title("Loss")
8 plt.xlabel ("epochs')
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85. plt.ylabel('loss'})
B8, plt.legend|()
a7 plt.show()
E3, fcesting accuracy on test dataget
a0, from sklearn.metrics import accuracy score
91
92. ¥ test = pd.read csv('Test.csv')
93
54. lgbels — ¥y Lest["ClassId”].valuss
31 imge = y test["Path"].wvaluas
96.
97 data=[]
g8
99, for img in imgs:
100 image = Image.open(img)
101 image = image.resize((30,30))
102. data.append (np.array (image) )
1N3.
104. X teat=np.arrav(data)
1405.
106. pred = model.predict classes (X test)
167
108. fAccuracy wWith the test data
109. frum sklearg.melrics inporl doGuracy scure
110. print {accuracy score ({labels, pred))
1 1 Yu
112, model.save (*traffic classifier.hs’)
L. import tkinter as tk
2. frum vkinver impurt filedioluy
3- from tkinter import *
4, from PIL import ImageTk, Image
5

inmport numpy
$#load the trained model to classify sign

(o]

8. from keras.models import load model

9. model = load model|'traffic classifier.hd’')
11. #dictionary to label all ctraffic signs class.
12, clasges = { 1:'Speed limit (20km/h)’',

13. Z:"5peed limit (30km/n)*,

4 2:'Speed limit (50lm/h) ',
15. 4;'Speed limic (60km/h)’,
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5:'Speed limit (70km/h)°’,

6:"Speed limic (80km/h) "',

7:'End of speed limit (80km/h}',
g:'Speed limit (100km/n)°*,
9:'Speed limit (120km/h)°*,

10:"No passing',

11:"No passing weh over 3.5 tons',
12:"Right-of-way at intersection’,
13:"Friority road*,

14:="Yield",

A5 'Stop’' .

16: "Ho vehicles',

17:"Veh > 3.5 tons prohibited";
18:'No entry’',

19:'General caution',

20:'Dangerous curve lefc',

211 'Dangexous ourve xight',
22:'Double curve',

23:'Bumpy road',

24:'Slippery xroad',

25:'Road narrows on the right',
26: 'Road work',

27+ '"Traffirc gsignals!,

28: "Pedestrians’,

29:'Children crossing',

30: '"Bicyeclas cro=aing!,
31:'Beware of ice/snow’;
32:'Wild animals crossing’,
33:'End speed + passing limits'.
34:'Turn right ahead®,

353 'Turn left ahead',

36: 'Rhead only',

37:'Go straight or right',

38: ‘60 straight or 1ert*;
39:'Keep right',

40: 'Heep lefr?,

41; "Ruundabuul mandawury”,
42:'End of no passing’',
43:'End no passing veh » 3.5 tons'

$initialise GUI

top=tk.Tk()

LUp .geumeELLy { "600£600" )
top.title('Traffic sign classification')
top.configure (background="'#CDCDCD")

label=Label (top,background='$#CDCDCD', font=('arial',15, 'bold'))
sign_image = Label (tap)

def classify(file path):
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global label packed

image = Image.open ljtilc_pﬂl;hl

image = image.resize|( (30,30))

x image = numpy.expand dims(image, axis=0)

image = mumpy.array(imags)

€
3
&

S W

pred = model.predict_clesses([image]) (0]

gign = classes[pred+1]

print(sign)

label.configure (foreground='#011638', text=sign)

J

3
T S

o«

=

def show classify button(file path):
classify b=Button(top,text="Classify Image",command=lambda:
clasaify (file_path) . padx=10.pady=5)
8. classify b.configure (background="' #364156"', foreground="whice', font=
("arial?’,10, 'beld"}))

1
1

3. classify b.place(relx=0.79,rely=0.46)

Bl. def upload image():

82. try:

e3. Lile pach—Llledlaluyg.dskupeslllenams ()

uploaded=Image.open(file path)

uploaded.thumbnail ( ( (top.winfo_width() /2.25), (top.winfo_heighti)

J2_258)))
gs. im=ImageTIk.PhotoImage iuploaded)

gign image.configure (image=im)
Eg. 2ign_image.image=im
30, labcl.configuzc (texnt—"")
show_classify button(file path)
except:
nass

25, upload=Button|top,text="Upload an
image", command=upload image,padx=10,pady=5)

o
o

upload.configure (background='#364156', foreground='white', font=

{*@sial®, 20, "buld’})

g upload.pack (side=BOTTOM, pady=50)
3. oign image.pack|(oide—BOTTCH, cupand—Trus)
100. label,pack (5ide=BOTTCH, expand=True)
1 heading = Label (top, text="Know Your Traffic Sign",pady=20,
font=("arial',20,'bnld"))
neading.configure (background="#CDCDCD', foreground="§364156")
neading.peck()
top.mainloop()
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§ Irathc sign classification s O X

Know Your Traffic Sign

Road work

Upload an image
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