Artificial Intelligence

Programming
with Python

FROM ZERO TO HERO

Perry Xiao WILEY






Artificial Intelligence
Programming with Python®






Artificial Intelligence
Programming with

Python®

From Zero to Hero

Perry Xiao

WILEY



Copyright © 2022 by John Wiley & Sons, Inc. All rights reserved.
Published by John Wiley & Sons, Inc., Hoboken, New Jersey.
Published simultaneously in Canada.

ISBN: 978-1-119-82086-4
ISBN: 978-1-119-82094-9 (ebk)
ISBN: 978-1-119-82096-3 (ebk)

No part of this publication may be reproduced, stored in a retrieval system, or transmitted in any form or
by any means, electronic, mechanical, photocopying, recording, scanning, or otherwise, except as permitted
under Section 107 or 108 of the 1976 United States Copyright Act, without either the prior written permission
of the Publisher, or authorization through payment of the appropriate per-copy fee to the Copyright Clear-
ance Center, Inc., 222 Rosewood Drive, Danvers, MA 01923, (978) 750-8400, fax (978) 750-4470, or on the web
at www. copyright . com. Requests to the Publisher for permission should be addressed to the Permissions
Department, John Wiley & Sons, Inc., 111 River Street, Hoboken, NJ 07030, (201) 748-6011, fax (201) 748-6008,
or online at http://www.wiley.com/go/permission.

Limit of Liability/Disclaimer of Warranty: The publisher and the author make no representations or war-
ranties with respect to the accuracy or completeness of the contents of this work and specifically disclaim all
warranties, including without limitation warranties of fitness for a particular purpose. No warranty may be
created or extended by sales or promotional materials. The advice and strategies contained herein may not
be suitable for every situation. This work is sold with the understanding that the publisher is not engaged in
rendering legal, accounting, or other professional services. If professional assistance is required, the services
of a competent professional person should be sought. Neither the publisher nor the author shall be liable for
damages arising herefrom. The fact that an organization or Website is referred to in this work as a citation
and/or a potential source of further information does not mean that the author or the publisher endorses
the information the organization or Website may provide or recommendations it may make. Further, readers
should be aware the Internet Websites listed in this work may have changed or disappeared between when
this work was written and when it is read.

For general information on our other products and services or for technical support, please contact our Cus-
tomer Care Department within the United States at (800) 762-2974, outside the United States at (317) 572-3993
or fax (317) 572-4002.

Wiley also publishes its books in a variety of electronic formats. Some content that appears in print may
not be available in electronic formats. For more information about Wiley products, visit our web site at
www.wiley.com.

Library of Congress Control Number: 2022931189

Trademarks: Wiley and the Wiley logo are trademarks or registered trademarks of John Wiley & Sons, Inc.
and/or its affiliates, in the United States and other countries, and may not be used without written permis-
sion. Python is a registered trademark of Python Software Foundation. All other trademarks are the property
of their respective owners. John Wiley & Sons, Inc. is not associated with any product or vendor mentioned
in this book.

Cover image: © ktsdesign/Adobe Stock Photos
Cover design: Wiley


http://www.copyright.com
http://www.wiley.com/go/permission
http://www.wiley.com
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my daughter, Jessica, who make my life complete—without them, life
would be meaningless. To my parents and my brother, who have shared their
life and love with me that ultimately made me who | am today. To my friends
and colleagues, who supported me throughout my career.

I would also like to dedicate this book to Grace Qing Wang, who sadly
passed away during the course of writing this book. Grace Qing Wang was a
young, energetic professional woman who was passionate about innovation
and artificial intelligence in education. She was also a collaborator and a
good friend. Through Grace | have made many professional connections
that were very beneficial to my career.
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Preface

The year 2020 was a year of turmoil, conflicts, and division. The most significant
event was no doubt the COVID-19 pandemic, which was, and still is, raging
in more than 200 countries and affecting the lives of hundreds of millions of
people. I spent a good part of the year working from home. There are many
disadvantages of remote working; however, it does have at least one advantage:
it saved me at least two hours a day traveling to and from work. This gave me
more time to think about, to plan, and to propose this book.

I am absolutely fascinated with artificial intelligence, and I have read many
artificial intelligence books. But most of the books are heavily focused on the
mathematics of artificial intelligence, which makes them difficult to understand
for people without mathematics or computer science backgrounds. I have
always wanted to write a book that could make it easier to get into the artificial
intelligence field for beginners—people from all different disciplines. Thanks
to the countless researchers and developers around the world and their open
source code, particularly Python-based open source code, it is much easier to
use artificial intelligence now than 10 years ago. Through this book, you will
find that you can do amazing things with just a few lines of code, and in some
cases, you don’t need to code at all.

I 'am a big fan of open source, and for a research field as controversial as
artificial intelligence, it is better for everyone to work together. So, I want to
express my ultimate gratitude to those who made their work available for
the benefit of others.

We are living in an era of digital revolutions and digital technologies such
as artificial intelligence, the Internet of Things, Industry 4.0, 5G technologies,
digital twin, cybersecurity, big data, cloud computing, blockchains, and, on the
horizon, quantum computing. They are all being developed at a breathtaking
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Preface

speed. In the future, the Internet of Things will provide a means to connect all
things around us and to use sensors to collect data. The industry version of the
Internet of Things is called Industry 4.0, which will connect all sorts of things for
manufacturers. Digital twin is a digital representation of a process, product, or
service updated from real-time data. With digital twin, we can predict problems
before they even occur, prevent downtime, develop new opportunities for the
future through simulations. 5G technologies will provide a means for fast and
low-latency communications for the data. Cybersecurity will provide a means
to protect the data. Big data will provide a means to analyze the data in large
quantity. Cloud computing will provide the storage, display, and analysis of
the data remotely, in the cloud. Blockchains will provide traceability to the data
through distributed ledgers. Quantum computing will make some of the com-
putation faster, in fact, many orders of magnitude faster. Artificial intelligence
will be right at the heart of all the technologies, which allows us to analyze the
data intelligently. As you can see, all these digital technologies are going to
become intertwined to make us work better and live smarter.

That is why I have always said to my students, you can change your future.
Your future is in your hands. The key is learning, even after graduation.
Learning is a lifelong mission. In today’s ever-evolving world, with all the
quickly developing digital technologies, you need to constantly reinvent your-
self; you will need to learn everything and learn anything. The disadvantage
of fast-changing technologies is that you will need to learn all the time, but
the advantage is no one has any more advantages than you; you are on the
same starting line as everyone else. The rest is up to you!

I believe artificial intelligence will be just a tool for everyone in the future,
just like software coding is today. Artificial intelligence will no doubt affect
every aspect of our lives and will fundamentally change the way we live, how
we work, and how we socialize. The more you know about artificial intelli-
gence and the more involved you are in artificial intelligence, the better you
can transform your life.

Many successful people are lifelong learners. American entrepreneur and
business magnate Elon Musk is a classic example. As the world’s richest man,
he learned many things by himself, from computer programming, Internet,
finance, to building cars and rockets. British comedian Lee Evans once said
that by the end of the day, if you have learned something new, then it is a good
day. I hope you will have a good day every day and enjoy reading this book!

Professor Perry Xiao

July 2021, London



Preface

Why Buy This Book

Artificial intelligence (Al) is no doubt one of the hottest buzzwords at the
moment. Al has penetrated into many aspects of our lives. Knowing Al and
being able to use Al will bring enormous benefits to our work and lives.
However, learning Al is a daunting task for many people, largely due to the
complex mathematics and sophisticated coding behind it. This book aims to
demystify Al and teach readers about Al from scratch, by using plain language
and simple, illustrative code examples. It is divided into three parts.

In Part I, the book gives an easy-to-read introduction about Al, including
the history, the types of Al the current status, and the possible future trends.
It then introduces Al development tools and Python, the most widely used
programming language for Al

In Part II, the book introduces the machine learning and deep learning
aspects of Al. Machine learning topics include classifications, regressions,
and clustering. It also includes the most popular reinforcement learning.
Deep learning topics include convolutional neural networks (CNNs) and long
short-term memory networks (LSTMs).

In Part III, the book introduces Al case studies; topics include image
classifications, transfer learning, recurrent neural networks, and the latest
generative adversarial networks. It also includes the state of the art of GPUs,
TPUs, cloud computing, and edge computing. This book is packed with inter-
esting and exciting examples such as pattern recognitions, image classifications,
face recognition (most controversial), age and gender detection, voice/speech
recognition, chatbot, natural language processing, translation, sentiment anal-
ysis, predictive maintenance, finance and stock price analysis, sales prediction,
customer segmentation, biomedical data analysis, and much more.

How This Book Is Organized

This book is divided into three parts. Part I introduces AI. Part II covers
machine learning and deep learning. Part III covers the case studies, or the
Al application projects. R&D developers as well as students will be inter-
ested in Part IIL

Part 1
Chapter 1: Introduction to Al
Chapter 2: AI Development Tools
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Part I1

Chapter 3: Machine Learning

Chapter 4: Deep Learning

Part 111

Chapter 5: Image Classifications

Chapter 6: Face Detection and Recognition
Chapter 7: Object Detections and Image Segmentations
Chapter 8: Pose Detection

Chapter 9: GAN and Neural-Style Transfer
Chapter 10: Natural Language Processing
Chapter 11: Data Analysis

Chapter 12: Advanced AI Computing

Example Code

All the example source code is available on the website that accompanies this
book.

Who This Book Is For

This book is intended for university/college students, as well as software and
electronic hobbyists, researchers, developers, and R&D engineers. It assumes
readers understand the basic concepts of computers and their main components
such as CPUs, RAM, hard drives, network interfaces, and so forth. Readers
should be able to use a computer competently, for example, can switch on and
off the computer, log in and log out, run some programs, copy/move/delete
tiles, and use terminal software such as Microsoft Windows command prompt.

It also assumes that readers have some basic programming experience,
ideally in Python, but it could also be in other languages such as Java, C/C++,
Fortran, MATLAB, C#, BASIC, R, and so on. Readers should know the basic syntax,
the different types of variables, standard inputs and outputs, the conditional
selections, and the loops and subroutines.

Finally, it assumes readers have a basic understanding of computer networks
and the Internet and are familiar with some of the most commonly used Inter-
net services such as the Web, email, file download /upload, online banking/
shopping, etc.

This book can be used as a core textbook as well as for background reading.
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What This Book Is Not For

This book is not for readers to purely learn the Python programming language;
there are already a lot of good Python programming books on the market. How-
ever, to appeal to a wider audience, Chapter 2 provides a basic introduction to
Python and how to get started with Python programming, so even if you have
never programmed Python before, you can still use the book.

If you want to learn all the technical details of Python, please refer to the
following suggested prerequisite reading list and resources.

Suggested Prerequisite Readings

Computer Basics

Absolute Beginner’s Guide to Computer Basics (Absolute Beginner’s Guides
(Que)), 5th Edition, Michael Miller, QUE, 1 Sept. 2009.

ISBN-10: 0789742535
ISBN-13: 978-0789742537

Computers for Beginners (Wikibooks)
https://en.wikibooks.org/wiki/Computers_for Beginners

Python Programming

Python Crash Course (2nd Edition): A Hands-On, Project-Based Introduc-
tion to Programming, Eric Matthes, No Starch Press, 9 May 2019.

ISBN-10 : 1593279280
ISBN-13 : 978-1593279288

Learn Python 3 the Hard Way: A Very Simple Introduction to the Terri-
fyingly Beautiful World of Computers and Code, 3rd Edition, Zed A.
Shaw, Addison-Wesley Professional; 10 Oct. 2013.

ISBN-10 : 0321884914
ISBN-13 : 978-0321884916

Head First Python 2e: A Brain-Friendly Guide, 2nd Edition, Paul Barry,
O'Reilly; 16 Dec. 2016.

ISBN-10 : 1491919531
ISBN-13 : 978-1491919538

Think Python: How to Think Like a Computer Scientist, 2nd Edition, Allen
B. Downey, O'Reilly, 25 Dec. 2015.

ISBN-10 : 1491939362
ISBN-13 : 978-1491939369


https://en.wikibooks.org/wiki/Computers_for_Beginners
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Python Pocket Reference: Python in Your Pocket, 5th edition, Mark Lutz,
O’Reilly Media, 9 Feb. 2014.

ISBN-10 : 1449357016
ISBN-13 : 978-1449357016

A Beginner’s Python Tutorial (Wikibooks)
https://en.wikibooks.org/wiki/A Beginner%27s_Python Tutorial

Python Programming (Wikibooks)
https://en.wikibooks.org/wiki/Python Programming

Suggested Readings to Accompany the Book

Introduction to Machine Learning with Python: A Guide for Data Scien-
tists, Sarah Guido, O'Reilly Media; 25 May 2016.

ISBN-10 : 1449369413
ISBN-13 : 978-1449369415

Hands-on Machine Learning with Scikit-Learn, Keras, and TensorFlow:
Concepts, Tools, and Techniques to Build Intelligent Systems, 2nd
Edition, Aurelien Geron, OReilly, 14 Oct. 2019.

ISBN-10 : 1492032646
ISBN-13 : 978-1492032649

Deep Learning with Python, Francois Chollet, Manning Publications,
30 Novw. 2017.

ISBN-10 : 9781617294433
ISBN-13 : 978-1617294433

Deep Learning (Adaptive Computation and Machine Learning Series),
Illustrated edition, Ian Goodfellow, MIT Press, 3 Jan. 2017

ISBN-10 : 0262035618
ISBN-13 : 978-0262035613

Python Machine Learning: Machine Learning and Deep Learning with
Python, scikit-learn, and TensorFlow 2, 3rd Edition, Sebastian Raschka,
Vahid Mirjalili, Packt Publishing, 12 Dec. 2019.

ISBN-10 : 1789955750
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Preface xxix

What You Need

In this book, you will need the following;:

m A standard personal computer with a minimum 250 GB hard drive, 8 GB
RAM, and Intel or AMD 2 GHz processor, running a Windows operating
system (Vista/7/8/10, Internet Explorer 9 and above, or the latest Edge
browser, or Google Chrome) or a Linux operating system (such as Ubuntu
Linux 16.04 (or newer) and so on). You can also use a Mac (with Mac OS
X10.13 and later, administrator privileges for installation, 64-bit browser).

m Python software
https://www.python.org/downloads/

m Text editors and Python IDEs (see Chapter 2)

m Raspberry Pi (optional)
https://www.raspberrypi.org/

m Arduino NANO 33 BLE Sense (optional)

https://www.arduino.cc/en/Guide/NANO33BLESense

This book is accompanied by bonus content! The following extra
elements can be downloaded from www.wiley.com/go/aiwithpython:

m MATLAB for Al Cheat Sheets

m Python for Al Cheat Sheets

m Python Deep Learning Cheat Sheet
m Python Virtual Environment

m Jupyter Notebook, Google Colab, and Kaggle
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https://www.raspberrypi.org/
https://www.arduino.cc/en/Guide/NANO33BLESense
https://www.arduino.cc/en/Guide/NANO33BLESense
www.wiley.com/go/aiwithpython
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In This Part:

Chapter 1: Introduction to Al
Chapter 2: Al Development Tools

Part I gives a bird’s-eye overview of artificial intelligence (AI) and Al development
resources.






Introduction to Al

“There is no reason and no way that a human mind can keep up
with an artificial intelligence machine by 2035.”
—Gray Scott (American futurist)

1.1 What Is AI?

1.2 The History of Al

1.3 Al Hypes and Al Winters
1.4 The Types of Al

1.5 Edge Al and Cloud Al

1.6 Key Moments of Al

1.7 The State of Al

1.8 AI Resources

1.9 Summary

1.10 Chapter Review Questions

1.1 Whatls Al?

Artificial intelligence (Al) is no doubt one of the hottest buzzwords right now.
It is in the news all the time. So, what is Al, and why is it important? When you
talk about Al, the image that probably pops into most people’s heads is of a
human-like robot that can do complicated, clever things, as shown in Figure 1.1.
Al is actually more than that.

Al is an area of computer science that aims to make machines do intelligent
things, that is, learn and solve problems, similar to the natural intelligence of
humans and animals. In Al, an intelligent agent receives information from the
environment, performs computations to decide what action to take in order to
achieve the goal, and takes actions autonomously. Al can improve its performance
with learning.
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For more information, see the John McCarthy’s 2004 paper titled, “What Is
Artificial Intelligence?”

https://homes.di.unimi.it/borghese/Teaching/AdvancedIntelligent
Systems/0ld/IntelligentSystems 2008 2009/01d/IntelligentSystems_
2005 _2006/Documents/Symbolic/04 McCarthy whatisai.pdf

Figure 1.1: The common perception of Al

(Source:https://commons.wikimedia.org/wiki/File:Artificial
Intelligence %26 AI %26 Machine Learning - 30212411048.jpg)

You may not be aware that Al has already been widely used in many aspects of
our lives. Personal assistants such as Amazon’s Alexa, iPhone’s Siri, Microsoft’s
Cortana, and Google Assistant all rely on Al to understand what you have said
and follow the instructions to perform tasks accordingly.

Online entertainment services such as Spotify and Netflix also rely on Al
to figure out what you might like and recommend songs and movies. Other
services such as Google, Facebook, Amazon, and eBay analyze your online
activities to deliver targeted advertisements. My wife once searched Arduino
boards at work during the day, and in the evening, after she got home, no matter
which websites she visited, ads for Arduino boards kept popping up!

Have you ever used the SwiftKey program on your phone or Grammarly on
your computer? They are also Al

Al has also been used in healthcare, manufactoring, driverless cars, finance,
agriculture, and more. In a recent study, researchers from Google Health and
Imperial College London developed an algorithm that outperformed six human


https://homes.di.unimi.it/borghese/Teaching/AdvancedIntelligentSystems/Old/IntelligentSystems_2008_2009/Old/IntelligentSystems_2005_2006/Documents/Symbolic/04_McCarthy_whatisai.pdf
https://homes.di.unimi.it/borghese/Teaching/AdvancedIntelligentSystems/Old/IntelligentSystems_2008_2009/Old/IntelligentSystems_2005_2006/Documents/Symbolic/04_McCarthy_whatisai.pdf
https://homes.di.unimi.it/borghese/Teaching/AdvancedIntelligentSystems/Old/IntelligentSystems_2008_2009/Old/IntelligentSystems_2005_2006/Documents/Symbolic/04_McCarthy_whatisai.pdf
https://commons.wikimedia.org/wiki/File:Artificial_Intelligence_&_AI_&_Machine_Learning_-_30212411048.jpg
https://commons.wikimedia.org/wiki/File:Artificial_Intelligence_&_AI_&_Machine_Learning_-_30212411048.jpg
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radiologists in reading mammograms for breast cancer detection. Groupe Renault
is collaborating with Google Cloud to combine its Al and machine learning
capabilities with automotive industry expertise to increase efficiency, improve
production quality, and reduce the carbon footprint. Driverless cars use Al to
identify the roads, the pedestrians, and the traffic signs. The finance industry uses
Al to detect fraud and predict future growth. Agriculture is also turning to Al for
healthier crops, pest control, soil and growing conditions monitoring, and so on.

Al can affect our jobs. According to the BBC, 35 percent of today’s jobs will
disappear in the next 20 years. You can use the following BBC website to find
out how safe your workplace is:

https://www.bbc.co.uk/news/technology-34066941

1.2 The History of Al

Al can be traced back to the 1940s, during World War II, when Alan Turing,
a British mathematician and computer scientist, developed a code-breaking
machine called bombe in Bletchley Park, United Kingdom, that deciphered
German Enigma—encrypted messages (see Figure 1.2). The Hollywood movie
The Imitation Game (2014) has vividly captured this period of history. Turing’s
work helped the Allies to defeat the Nazis and is estimated to have shortened
the war by more than two years and saved more than 14 million lives.

= Plugboard

=

Figure 1.2: The bombe machine (left) and the Enigma machine (right)
(Source:https://en.wikipedia.org/wiki/Cryptanalysis of the Enigma)

In October 1950, while working at the University of Manchester, Turing pub-
lished a paper entitled “Computing Machinery and Intelligence” in the journal
Mind (Oxford University Press). In this paper, he proposed an experiment that
became known as the famous Turing test. The Turing test is often described as
a three-person game called the imitation game, as illustrated in Figure 1.3, in
which player C, the interrogator, tries to determine which player—A or B—is a


https://www.bbc.co.uk/news/technology-34066941
https://en.wikipedia.org/wiki/Cryptanalysis_of_the_Enigma
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computer and which is a human. The interrogator is limited to using the responses
to written questions to make the determination. The Turing test has since been
used to test a machine’s intelligence to see if it is equivalent to a human. To
date, no computer has passed the Turing test.

=1 )

Figure 1.3: The famous Turing test, also called the imitation game. Player C, the interrogator, is
trying to determine which player—A or B—is a computer and which is a human.

Al as a research discipline was established at a workshop at Dartmouth
College in 1956, organized by John McCarthy, a young assistant professor of
mathematics at the college (http://raysolomonoff.com/dartmouth/). The
workshop lasted about six to eight weeks, and it was essentially an extended
brainstorming session. There were about 11 mathematician attendees such as
Marvin Minsky, Allen Newell, Arthur Samuel, and Herbert Simon. They were
widely recognized as the founding fathers of Al. John McCarthy chose the term
artificial intelligence for the new research field.

The history of Al can be divided into three stages, as illustrated in Figure 1.4.

m 1950s-1970s, neural networks (NNs): During this period, neural networks,
also called artificial neural networks (ANNs), were developed based on
human brains that mimic the human biological neural networks. An NN
usually has three layers: an input layer, a hidden layer, and an output
layer. To use an NN, you need to train the NN with a large amount of
given data. After training, the NN can then be used to predict results for
unseen data. NNs attracted a lot of attention during this period. After the
1970s, when NN failed to live up to their promises, known as Al hype,
funding and research activities were dramatically cut. This was called an
Al winter.

m 1980s-2010s, machine learning (ML): This is the period when machine
learning flourished. ML is a subset of Al and consists of a set of mathematical


http://raysolomonoff.com/dartmouth/
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algorithms that can automatically analyze data. Classic ML can be divided
into supervised learning and unsupervised learning. Supervised learning
examples include speech recognition and image recognition. Unsupervised
learning examples include customer segmentation, defect detection, and
fraud detection. Classic ML algorithms are support vector machine (SVM),
K-means clustering, decision tree, naive Bayes, and so on.

m 2010s-present, deep learning (DL): This is the period when deep learning
(DL) was developed. DL is a special type of neural network that has more
than one layer of hidden layers. This is possible only with the increase of
computing power, especially graphical processing units (GPUs), and
improved algorithms. DL is a subset of ML. DL has so far outperformed
many other algorithms on a large dataset. But is DL hype or reality? That
remains to be seen.

« C @ developer.nvidia.com/deep-learning * & Q@ :

Early artificial intelligence
stirs excitement.

;a:hlm learning begins

to flourish. D E E P
N e LEARNING

1950°s 1960's 1970°s 1980's 1990°s 2000's 2010's

Figure 1.4: The history of Al at the NVidia website

(Source: https://developer.nvidia.com/deep-learning)

Al is often confused with data science, big data, and data mining. Figure 1.5
shows the relationships between AI, machine learning, deep learning, data sci-
ence, and mathematics. Both mathematics and data science are related to Al but
are different from Al Data science mainly focuses on data, which includes big
data and data mining. Data science can use machine learning and deep learning
when processing the data.


https://developer.nvidia.com/deep-learning
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Machine Learning

Mathematics Data Science
Deep Learning

Big Data

Data Mining

Figure 1.5: The relationships between Al, machine learning, deep learning, data science, and
mathematics

Figure 1.6 shows an interesting website that explains the lifecycle of data
science. It includes business understanding, data mining, data cleaning, data
exploration, feature engineering, predictive modeling, and data visualization.

DATA SCIENCE

LIFECYCLE

DATA CLEANING

Projects

About

DATA EXPLORATION

Figure 1.6: The lifecycle of data science

(Source:http://sudeep.co/data-science/Understanding-the-Data-Science-
Lifecycle/)


http://sudeep.co/data-science/Understanding-the-Data-Science-Lifecycle/
http://sudeep.co/data-science/Understanding-the-Data-Science-Lifecycle/
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In summary:

m Al means enabling a machine to do intelligent things to mimic humans.
The two important aspects of Al are machine learning and deep learning.

m Machine learning is a subset of Al and consists of algorithms that can
automate data analysis.

m Deep learning is a subset of machine learning. It is a neural network with
more than one hidden layer.

1.3 Al Hypes and Al Winters

Like many other technologies, Al has Al hypes, as shown in Figure 1.7. An Al
hype can be divided into several stages. In the first stage (1950s-1970s), called
Technology Trigger, Al developed quickly, with increased funding, research
activities, enthusiasm, optimism, and high expectations. In the second stage
(1970s), Al reached the peak, called the Peak of Inflated Expectations. After the
peak, in the third stage (1970s-1980s), when Al failed to deliver on its prom-
ises, Al reached the bottom, called the Trough of Disillusionment. This is the
point at which an Al winter occurred. After the trough, Al slowly recovered;
this is the fourth stage (1980s—present), which we are in now, called the Slop of
Enlightenment. Finally, Al will reach the fifth stage, the Plateau of Productivity,
where Al development becomes more stable.

expectations Onthe  Atthe Sliding Into Climbing Entering
‘ Rise Peak the Trough the Slope the Plateau
Activity beyond
Supplier early adopters

proliferation
Negative press begins

High-growth adoption
phase starts: 20% to 30%
of the potential

Mass media

hype begins Supplier consolidation

and failures

‘Elll\f fdopters audience has adopted
investigate Second/third the innovation
First-generation rounds of Methodologies and best

venture capital

practices developing
funding

products, high price,
lots of customization
needed

Less than 5 percent of
the potential audience
has adopted fully

Third-generation products,
out of the box, product
suites

Startup companies
first round of venture
capital funding

Second-generation
products, some services

Technology Peak of Inflated Trough of Plateau of
Trigger Expectations  Disillusionment Slope of Enlightenment Productivity
|
time

Figure 1.7: The technology hype cycle
(Source:https://en.wikipedia.org/wiki/Hype cycle)


https://en.wikipedia.org/wiki/Hype_cycle
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Al winter refers to a period of time during which public interest and research
activities in artificial intelligence are significantly reduced. There have been two
Al winters in history, one in the late 1970s and one in the late 1980s.

From the 1950s to the 1970s, artificial neural networks attracted a lot of attention.
But since the late 1960s, after many disappointments and criticisms, funding
and research activities were significantly reduced; this was the first Al winter.
A famous case was the failure of machine translation in 1966. After spending
$20 million to fund a research project, the National Research Council (NRC)
concluded that machine translation was more expensive, less accurate, and
slower than human translation, so the NRC ended all support. The careers of
many people were destroyed, and the research ended.

In 1973, British Parliament commissioned Professor Sir James Lighthill to
assess the state of Al research in the United Kingdom. His report, the famous
Lighthill Report, criticized the utter failure of AI and concluded that nothing
done in AI couldn’t be done in other sciences. The report also pointed out that
many of Al's most successful algorithms would not work on real-world problems.
The report was contested in a debate that aired on the BBC series Controversy
in 1973, pitting Lighthill against the team of Donald Michie, John McCarthy,
and Richard Gregory. The Lighthill report virtually led to the dismantling of
Al research in England in the 1970s.

In the 1980s, a form of Al program called the expert system became popular
around the world. The first commercial expert system was developed at Carn-
egie Mellon for Digital Equipment Corporation. It was an enormous success
and saved the company millions of dollars. Companies around the world began
to develop and deploy their own expert systems. However, by the early 1990s,
most commercial expert system companies had failed.

Another example is the Fifth Generation project. In 1981, the Japanese Ministry
of International Trade and Industry invested $850 million for the Fifth Gener-
ation computer project to build machines that could carry on conversations,
translate languages, interpret pictures, and reason like humans. By 1991, the
project was discontinued, because the goals penned in 1981 had not been met.
This is a classic example of expectations being much higher than what an Al
project was actually capable of.

At the time of writing this book, in 2020, deep learning is developing at a fast
speed, attracting lots of activities and funding, with exciting developments every
day. Is deep learning a hype? When will deep learning peak, and will there be
a deep learning winter? Those are billion-dollar questions.
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1.4 The Types of Al

According to many resources, Al can be divided into three categories.

m Narrow Al also called weak Al or artificial narrow intelligence (ANI), refers
to the Al that is used to solve a specific problem. Almost all AI applica-
tions we have today are narrow Al For example, image classification,
object detection, speech recognition (such as Amazon’s Alexa, iPhone’s
Siri, Microsoft’s Cortana, and Google Assistant), translation, natural lan-
guage processing, weather forecasting, targeted advertisements, sales
predictions, email spam detection, fraud detection, face recognition, and
computer vision are all narrow AL

m General Al also called strong Al or artificial general intelligence (AGI), refers
to the Al that is for solving general problems. It is more like a human
being, which is able to learn, think, invent, and solve more complicated
problems. The singularity, also called technological singularity, is when Al
overtakes human intelligence, as illustrated in Figure 1.8. According to
Google’s Ray Kurzweil, an American author, inventor, and futurist, Al
will pass the Turing test in 2029 and reach the singularity point in 2045.
Narrow Al is what we have achieved so far, and general Al is what we
expect in the future.

m Super Al also called superintelligence, refers to the Al after the singularity
point. Nobody knows what will happen with super Al One vision is
human and machine integration through a brain chip interface. In August
2020, Elon Musk, the most famous American innovative entrepreneur,
has already demonstrated a pig with a chip in its brain. While some people
are more pessimistic about the future of Al, others are more optimistic.
We cannot predict the future, but we can prepare for it.

Superintelligence

The Singularity

Intellectual Power

Human Intelligence - Artificial Intelligence

1950 2018 2045
Time
Figure 1.8: The human intelligence and technological singularity
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For more details about the types of Al, see the following resources:

https://azure.microsoft.com/en-gb/overview/what-is-artificial-
intelligence/

https://www.ubs.com/microsites/artificial-intelligence/en/new-
dawn.html

https://doi.org/10.1016/B978-0-12-817024-3.00008-8

This book will mainly cover the machine learning and deep learning aspects
of AI, which belong to narrow Al or weak AL

1.5 Edge Al and Cloud Al

Al applications can be run either on the large remote servers, called cloud Al,
or on the local machines, called edge Al. The advantages of cloud Al are that
you don’t need to purchase expensive hardware; you can upload large training
datasets and fully utilize the vast computing power provided by the cloud. The
disadvantages are that it might require more bandwidth and have higher latency
and security issues. The top three cloud Al service providers are as follows:

Amazon AWS Machine Learning AWS has the largest market share and
the longest history and provides more cloud services than anyone else.
But it is also the most expensive.

https://aws.amazon.com/machine-learning/
Microsoft Azure Azure has the second largest market share and also pro-

vides many services. Azure can be easily integrated with Windows and
many other software applications, such as .NET.

https://azure.microsoft.com/

Google Cloud Platform Google is relatively new and has fewer different
services and features than AWS and Azure. But Google Cloud Platform
has attractive, “customer-friendly” pricing and is expanding rapidly.

https://cloud.google.com/
Other cloud Al service providers include the following:

m IBM Cloud: https://www.ibm.com/cloud
m Alibaba Cloud: https://www.alibabacloud.com/

m Baidu Cloud: https://cloud.baidu.com/

Figure 1.9 is an interesting website that compares AWS and Azure and Google
Cloud and shows the magic quadrant of the cloud platforms.


https://azure.microsoft.com/en-gb/overview/what-is-artificial-intelligence/
https://azure.microsoft.com/en-gb/overview/what-is-artificial-intelligence/
https://www.ubs.com/microsites/artificial-intelligence/en/new-dawn.html
https://www.ubs.com/microsites/artificial-intelligence/en/new-dawn.html
https://doi.org/10.1016/B978-0-12-817024-3.00008-8
https://aws.amazon.com/machine-learning/
https://azure.microsoft.com/
https://cloud.google.com/
https://www.ibm.com/cloud
https://www.alibabacloud.com/
https://cloud.baidu.com/
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Figure 1. Magic Quadrant for Cloud Infrastructure and Platform Services

Figure 1.9: The magic quadrant of cloud platforms

(Source:https://www.datamation.com/cloud-computing/aws-vs-azure-vs-
google-cloud-comparison.html)

The advantages of edge Al are low latency, that it can work without an Internet
connection, and that it is real time and secure. The disadvantages of Edge Al
are that you need purchase your own hardware, and it has limited computation
power. Edge devices may have a power consumption constraint, as they are
usually battery powered. The following are the most popular edge Al devices:

m Microcontroller-based Al: https://www.arduino.cc/en/Guide/
NANO33BLESense

m Raspberry Pi-based AI: https://magpi.raspberrypi.org/articles/
learn-artificial-intelligence-with-raspberry-pi

= Google Edge TPU TensorFlow Processing Unit: https://cloud.google
.com/edge-tpu

m NVidia Jetson GPU-based Al: https://developer.nvidia.com/

embedded-computing

m Intel and Xilinx-based Al: https://www.intel.co.uk/content/www/uk/
en/products/docs/storage/programmable/applications/machine-
learning.html and https://www.xilinx.com/applications/industrial/
analytics-machine-learning.html


https://www.arduino.cc/en/Guide/NANO33BLESense
https://www.arduino.cc/en/Guide/NANO33BLESense
https://magpi.raspberrypi.org/articles/learn-artificial-intelligence-with-raspberry-pi
https://magpi.raspberrypi.org/articles/learn-artificial-intelligence-with-raspberry-pi
https://cloud.google.com/edge-tpu
https://cloud.google.com/edge-tpu
https://developer.nvidia.com/embedded-computing
https://developer.nvidia.com/embedded-computing
https://www.intel.co.uk/content/www/uk/en/products/docs/storage/programmable/applications/machine-learning.html
https://www.intel.co.uk/content/www/uk/en/products/docs/storage/programmable/applications/machine-learning.html
https://www.intel.co.uk/content/www/uk/en/products/docs/storage/programmable/applications/machine-learning.html
https://www.xilinx.com/applications/industrial/analytics-machine-learning.html
https://www.xilinx.com/applications/industrial/analytics-machine-learning.html
https://www.datamation.com/cloud-computing/aws-vs-azure-vs-google-cloud-comparison.html
https://www.datamation.com/cloud-computing/aws-vs-azure-vs-google-cloud-comparison.html
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m BeagleBone Al: https://beagleboard.org/ai
m 96Boards Al: https://www.96boards.ai/

m Baidu Edgeboard: https://ai.baidu.com/tech/hardware/deepkit

You will learn more details about edge Al and cloud Al in Chapter 12.

1.6 Key Moments of Al

Since Alan Turing introduced the famous Turing test, or the imitation game,
there have been several key moments in Al development. Here is a list of them:

m Alan Turing proposed the imitation game (1950).

m Dartmouth held an AI workshop (1956).

m Frank Rosenblatt built the Perceptron (1957).

m The first Al winter (1970s).

m The second Al winter (1987).

m [BM’s Deep Blue beats Kasparov (1997).

m Geoffrey Hinton unleashed deep learning networks (2012).
m AlphaGo defeated a human Go champion (2016).

m OpenAl released GPT-3 (2020).

m AlphaFold predicted protein folding (2020).

As listed, in 1997, the IBM Deep Blue computer beat the world chess cham-
pion, Garry Kasparov, in a six-game thriller. The match lasted several days, with
two wins for IBM, one for Garry Kasparov, and three draws. The match received
massive media coverage around the world. Although branded as “artificial
intelligence,” IBM Deep Blue actually played through “brute force,” that is,
calculating all the possible moves. Deep Blue, with its capability of evaluating
200 million positions per second, was the first and fastest computer to face a
world chess Champion (https ://www.ibm.com/ibm/history/ibm100/us/en/
icons/deepblue /).

In January 2011, IBM Watson competed against Ken Jennings and Brad Rut-
ter, two of the most successful contestants on Jeopardy!, a popular American
show. A practice match and the two official matches were recorded on January
13-15, 2011. In the end, IBM Watson won the first prize of $1 million, Jennings
won the second place of $300,000, and Rutter won the third place of $200,000.
IBM donated 50 percent of the winnings to the World Vision charity and 50
percent to the World Community Grid charity (https://en.wikipedia.org/

wiki/Watson_ (computer) )


https://beagleboard.org/ai
https://www.96boards.ai/
https://ai.baidu.com/tech/hardware/deepkit
https://www.ibm.com/ibm/history/ibm100/us/en/icons/deepblue/
https://www.ibm.com/ibm/history/ibm100/us/en/icons/deepblue/
https://en.wikipedia.org/wiki/Watson_(computer)
https://en.wikipedia.org/wiki/Watson_(computer)
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In September 2012, a convolutional neural network (CNN) called AlexNet,
developed by Alex Krizhevsky, Ilya Sutskever, and Geoffrey Hinton, won the
ImageNet Large Scale Visual Recognition Challenge. This inspired a worldwide
research interest in deep learning that is still strong today. The AlexNet paper
has been cited more than 70,000 times.

In March 2016, AlphaGo of Google DeepMind competed against Lee Sedol of
South Korea, the world champion Go player. Sedol has won 18 world titles and
is widely considered the greatest player of that time. AlphaGo defeated Sedol
in a convincing 4-1 victory in Seoul, South Korea. The matches were broadcast
live and were watched by more than 200 million people worldwide. This land-
mark of Al achievement was a decade ahead of its predictions.

Go is a popular board game that originated in China more than 3,000 years
ago (see Figure 1.10). In a Go game, two players take turns placing their stones
on a board, with one player using black stones and the other using white stones.
The player with black stones always starts the game. The goal of the game is to
surround and capture the opponent’s stones and occupy as many territories as
possible. The player with the larger territory wins.

Figure 1.10: The traditional Go board game

(Source:https://en.wikipedia.org/wiki/Go_(game))


https://en.wikipedia.org/wiki/Go_(game)
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The Go board has 19x19 grids, where each grid can be a black or white stone.
This gives 2%! (about 10 to the power of 170) possibilities. That is enormously
complicated, compared with only 10 to the power of 40 possibilities in Chess.
It will take the world’s fastest computer (Fujitsu in Fugaku, Japan) more than
10 billion years to calculate all the possibilities. The universe is only 13.8 billion
years old! Clearly, you cannot teach a machine to play Go by brute force.

Google DeepMind’s AlphaGo plays the Go game through Al, by combining
statistical analysis and deep learning. The calculations are done on 1,920 central
processing units (CPUs), 280 graphics processing units (GPUs), and possibly
Google’s tensor processing units (TPUs). That is a lot of computing power
(https://www.deepmind.com/research/case-studies/alphago-the-story-
so-far)!

In June 2020, OpenAl’s GPT-3 caught the attention of the world. OpenAl is
a research business cofounded by Elon Musk, who also founded the famous
electrical car company Tesla Inc. GPT-3 stands for Generative Pre-trained
Transformer 3 and is a language prediction model, a form of deep learning
neural network. GPT-3 is trained on gigabillions of text information gathered
by crawling the Internet, including the text of Wikipedia. GPT-3 has 96 layers
and a whopping 175 billion parameters; it is the largest language model to
date. According to Google, it costs about $1 to train 1,000 parameters. This
means it could cost tens of millions to train GPT-3. Once trained, GPT-3 can do
many amazing things, such as generating new texts, writing essays, composing
poems, answering questions, translating languages, and even creating computer
code. This is hailed as one of the greatest breakthroughs in Al research and has
demonstrated some mind-blowing potential applications. OpenAl made the
GPT-3 application programming interface (API) available online for selected
developers (https://gpt3examples.com/), and since then, many examples
of poetry, prose, news, reports, and fiction have emerged. In September 2020,
OpenAl exclusively licensed the GPT-3 language model to Microsoft (https://
openai.com/blog/openai-api/). InJanuary 2021, OpenAl announced DALL-E
and CLIP, two impressive neural network models based on GPT-3. DALL-E is
capable of generating amazing high-quality images based on text (https://
openai.com/blog/dall-e/), while CLIP can connect text to images (https://
openai.com/blog/clip/).

In November 2020, Google’s DeepMind made a breakthrough in the protein
folding problem with its AlphaFold Al system. As we all know, proteins are large
complex molecules made up of chains of amino acids, and proteins are essential
to our lives. What a protein can do largely depends on its unique 3D structure
and on what shape a protein will fold into. These complicated chains of amino
acids can have a huge number of possibilities, and yet in reality, proteins only
fold into very specific shapes. This has been a grand challenge in biology for half
a century. There are about 180 million known proteins, and only about 170,000


https://www.deepmind.com/research/case-studies/alphago-the-story-so-far
https://www.deepmind.com/research/case-studies/alphago-the-story-so-far
https://gpt3examples.com/
https://openai.com/blog/openai-api/
https://openai.com/blog/openai-api/
https://openai.com/blog/dall-e/
https://openai.com/blog/dall-e/
https://openai.com/blog/clip/
https://openai.com/blog/clip/
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protein structures have been mapped out. AlphaFold successfully predicted
two protein structures of SARS-CoV-virus, which were separately identified by
researchers months later. This breakthrough could dramatically accelerate the
progress in understanding how proteins work and developing treatments for
diseases (https://deepmind.com/research/case-studies/alphafold).

In January 2021, Google announced the development of a new language model
called Switch Transformer, which contains 1.6 trillion parameters. It offers up
to 7x increases in pretraining speeds with the same computational resources.
These improvements extend into multilingual settings, across 101 languages.
For more details, see the following:

https://arxiv.org/pdf/2101.03961v1.pdf
https://github.com/labmlai/annotated deep learning paper

implementations

In June 2021, Beijing Academy of Artificial Intelligence (BAAI) unveiled a
new natural language processing (NLP) model, WuDao 2.0, which was trained
using 1.75 trillion parameters, the largest model to date. The model was devel-
oped with the help of more than 100 scientists from multiple organizations. For
more details, see the following:

https://gpt3demo.com/apps/wu-dao-20

1.7 The State of Al

The development of Al has been gaining speed in the past decades. One of
the best places to understand what is going on is an annual Al research and
development report, such as the following;:

m The AI Index Report, Stanford: https://aiindex.stanford.edu/report/
m State of AI Report, Cambridge: https://www.stateof.ai/

These annual reports show the realities of Al investment and development and
predict future trends for the coming year. The State of AI Report, composed by
Nathan Benaich and Ian Hogarth, is organized into five main sections: Research,
Talent, Industry, Policies, and Predictions.

According to the 2020 “State of Al” report, new natural language processing
companies raised more than $100 million in the past year. Autonomous driving
companies drove millions of miles in 2019. Machine learning has been adopted for
drug discovery by both large pharmaceutical companies and startups including
Glaxosmithkline, Merck, and Novartis. Many universities have introduced Al
degrees. Google claimed quantum supremacy in October 2019 and announced
TensorFlow Quantum, an open source library for quantum machine learning,
in March 2020.


https://deepmind.com/research/case-studies/alphafold
https://arxiv.org/pdf/2101.03961v1.pdf
https://github.com/labmlai/annotated_deep_learning_paper_implementations
https://github.com/labmlai/annotated_deep_learning_paper_implementations
https://gpt3demo.com/apps/wu-dao-20
https://aiindex.stanford.edu/report/
https://www.stateof.ai/
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For research, only 15 percent of the Al papers have published their code.
Some organizations, such as OpenAl and DeepMind, never disclose their code.
The most popular Al research topics are computer vision and natural lan-
guage processing. Computer vision includes semantic segmentation, image
classification, object detection, image generation, and pose estimation. Natural
language processing includes machine translation, language modeling, question
answering, sentiment analysis, and text classification. Google’s TensorFlow is
the most popular Al platform, but Facebook’s PyTorch is catching up. Training
billions of model parameters costs millions of dollars, but larger models need less
data than smaller models to achieve the same performance. A new generation of
transformer language models, such as GPT-3, T5, and BART, are unlocking new
applications, such as translating C++ code to Java or translating Python to C++,
or even debugging the code. Publications in the area of Al in biology have been
growing more than 50 percent year over year since 2017. Al Papers published
in 2019 and 2020 account for 25 percent of all Al publications since 2000. Graph
neural networks (GNNSs) are a type of emerging deep learning neural network
designed to process 3D data, such as molecular structures. This enhanced the
prediction of chemical properties and helped in the discovery of new drugs. By
analyzing symptoms from more than 4 million people, Al can detect new dis-
ease symptoms before the public health community and can inform diagnosis
without tests. In computer vision, EfficientDet-D7 has achieved the state of the
art in object detection with up to 9 times fewer model parameters than the best
in class and can run up to 4 times faster on GPUs and up to 11 times faster on
CPUs than other object detectors.

For talent, more and more Al professors are departing US universities for
technology companies such as Google, DeepMind, Amazon, and Microsoft. This
has caused a reduction of graduate entrepreneurship across 69 US universities.
Foreign graduates of US Al PhD programs are most likely to end up in large
companies, whereas American citizens are more likely to end up in startups
or academia. The Eindhoven University of Technology (TUE) has committed
€100M to create a new Al institute, and Abu Dhabi opened the “world’s first Al
university.” In the Al job market, the number of jobs posted in 2020 is declining
due to the COVID-19 pandemic. But the overall demand still outstrips the supply
of Al talent. According to Indeed.com’s US data, there are almost three times
more job postings than job views for Al-related roles. Job postings also grew 12
times faster than job viewings from late 2016 to late 2018.

For industry, major pharmaceutical companies have adopted Al for drug dis-
covery, and Al-based drug discovery startups have raised millions of dollars.
Major self-driving companies have raised nearly $7 billion in investments since
July 2019. UK-based Graphcore released its Mk2 intelligence processing unit
(IPU) processor. IPU is a relatively new type of processors compared to the


http://indeed.com
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traditional CPUs and GPUs. Mk2 IPU packs about 60 billion transistors onto
an 800 mm? die using a 7 nm process—the most complex processor ever made.
IPU has 16 times faster training times for image classification than NVIDIA’s
GPU yet is 12 times cheaper. For enterprises, Al continues to drive revenue in
sales and marketing while reducing costs in supply chain management and
manufacturing.

For policy makers, the ethical issues of Al have become a mainstream. Face
recognition is widely used around the world and remains to be the most con-
troversial Al technology. There were several high-profile examples of wrong-
ful arrests due to misuse of face recognition. The pressure has been building
to regulate Al applications. Two of the leading Al conferences, NeurIPS and
ICLR, have both proposed new ethical principles. Al has also promoted more
nationalism with many governments increasingly planning to scrutinize the
acquisitions of AI companies.

For prediction, in the coming year, the race to build larger language models
continues, and soon we will have the first model with 10 trillion parameters.
There will be increasing investment in military Al, and a wave of defense-based
Al startups will collectively raise $100 million. One of the leading Al-first drug
discovery startups will be valued at more than $1 billion. Google’s DeepMind
will make another major breakthrough in structural biology and drug discovery
beyond AlphaFold. Facebook will make a major breakthrough in augmented
and virtual reality with 3D computer vision. Finally, NVIDIA will not be able
to complete its acquisition of Arm.

1.8 Al Resources

If you want to know more technical details of Al or just want to keep up with
the latest innovations and discoveries, the following are a few good resources:

Google
https://ai.googleblog.com/

https://research.google/pubs/?area=algorithms-and-
theory&team=brain&team=ai-fundamentals-applications

DeepMind

https://deepmind.com/blog?filters=%7B%22category%22:%$5B%22Research
%$22%5D%7D

https://deepmind.com/research?filters=%7B%22collection%22:%5B%22
Publications%22%5D%7D


https://ai.googleblog.com/
https://research.google/pubs/?area=algorithms-and-theory&team=brain&team=ai-fundamentals-applications
https://research.google/pubs/?area=algorithms-and-theory&team=brain&team=ai-fundamentals-applications
https://deepmind.com/blog?filters=%7B%22category%22:%5B%22Research%22%5D%7D
https://deepmind.com/blog?filters=%7B%22category%22:%5B%22Research%22%5D%7D
https://deepmind.com/research?filters=%7B%22collection%22:%5B%22Publications%22%5D%7D
https://deepmind.com/research?filters=%7B%22collection%22:%5B%22Publications%22%5D%7D
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Facebook Al

https://ai.facebook.com/results/?g&content types[0]
=publication&sort by=most recent&view=list&page=1

https://ai.facebook.com/blog/
Microsoft
https://www.microsoft.com/en-us/research/research-

area/artificial-intelligence/?facet%5Btax%5D%5B

msr-research-area%$5D%5B0%5D=13556&sort _by=most-recent

MIT
https://news.mit.edu/topic/artificial-intelligence?2

https://www.technologyreview.com/topic/artificial-intelligence/

Stanford
http://ai.stanford.edu/blog/

Berkeley
https://bair.berkeley.edu/blog/

Leading AI Conferences
m NeurIPS: https://papers.nips.cc/

-ReCSyS: https://recsys.acm.org/recsys20/

accepted-contributions/
m KDD: https://www.kdd.org/kdd2020/accepted-papers

m JCLR: https://iclr.cc/virtual 2020/papers.html?filter=keywords

Latest on arXiv

https://arxiv.org/search/advanced

Paper with Code’s Browse State-of-the-Art Page

This is one of my favorite web resources. At Paper with Code, you can browse
the state of Al in a number of different applications, such as computer
vision, natural language processing, medical, speech, time series, audio,
and much more. As shown in Figure 1.11, it has 3,711 benchmarks; 1,942
tasks; 3,234 datasets; and 39,567 papers with code.

Towards Data Science and Medium

This is another one of my favorite web resources. Towards Data Science is a
Medium publication for sharing concepts, ideas, and code. Towards Data
Science Inc. is a corporation registered in Canada. With Medium, it pro-
vides a platform for thousands of people to exchange ideas and expand


https://ai.facebook.com/results/?q&content_types[0]=publication&sort_by=most_recent&view=list&page=1
https://ai.facebook.com/blog/
https://www.microsoft.com/en-us/research/research-area/artificial-intelligence/?facet[tax][msr-research-area][0]=13556&sort_by=most-recent
https://www.microsoft.com/en-us/research/research-area/artificial-intelligence/?facet[tax][msr-research-area][0]=13556&sort_by=most-recent
https://www.microsoft.com/en-us/research/research-area/artificial-intelligence/?facet[tax][msr-research-area][0]=13556&sort_by=most-recent
https://news.mit.edu/topic/artificial-intelligence2
https://www.technologyreview.com/topic/artificial-intelligence/
http://ai.stanford.edu/blog/
https://bair.berkeley.edu/blog/
https://papers.nips.cc/
https://recsys.acm.org/recsys20/accepted-contributions/
https://recsys.acm.org/recsys20/accepted-contributions/
https://www.kdd.org/kdd2020/accepted-papers
https://iclr.cc/virtual_2020/papers.html?filter=keywords
https://arxiv.org/search/advanced
https://ai.facebook.com/results/?q&content_types[0]=publication&sort_by=most_recent&view=list&page=1
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their understanding of data science. It is free to read a limited number of
articles per month, but you have to register and pay if you want unlimited
access. For more details, visit these resources:

https://towardsdatascience.com/

https://medium.com/

& @ paperswithcode.com/sota w O

Browse State-of-the-Art

B2 3,711 benchmarks « 1,942 tasks « 3,234 datasets « 39,567 papers with code

Computer Vision

Semantic
Segmentation

chmark B 133 be ari B 93 be

Object Image =
zﬁdl Detection g Generation % Denoising
(-3 4 bes ark

* See all 965 tasks

Natural Language Processing

Machine » Language Question ' AR ‘ Sentiment Text
Translation Modelling S=== ANSWering @ Analysis Generation

Figure 1.11: State-of-the-Art page at Paper with Code
(Source: https://paperswithcode.com/sota)

1.9 Summary

This chapter provided a bird’s-eye overview of Al. Al is a science and technology
research field that aims to make machines do intelligent things, similar to the
natural intelligence exhibited by humans and animals.

Al can be traced back to the 1940s-1950s when the British mathematician Alan
Turing proposed the famous Turing test, also known as the imitation game. Al as a
research discipline was established at a workshop at Dartmouth College in 1956.

Al development can be generally divided into three periods in history;
1950-1980, focused on neural networks, or artificial neural networks; 1980-2010,
focused on machine learning; and 2010-present, focused on deep learning. Deep
learning is currently the hottest research topic in Al, where GPUs are widely used.

Al winters are the periods when research funding and activities have been
dramatically reduced. So far, there have been two Al winters, in the 1970s and
1980s. Al hype is when Al fails to achieve what it promises.


https://towardsdatascience.com/
https://medium.com/
https://paperswithcode.com/sota
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Al can be generally divided into three types: narrow Al, general Al, and super
Al Singularity is the point at which Al overtakes human intelligence.
Al can also be divided into edge Al and cloud AL

1.10 Chapter Review Questions

Ql.1.

Q1.2.
Q1.3

Ql.4.

Q1.5.

QL.
QL.7.
Ql.8.

Q1.9.

Q1.10.

What is AI? Show a few examples of Al applications in your daily
life.

What is the Turing test, and what is the imitation game?

Explain, with a suitable diagram, the three stages of Al development
in history.

Explain the differences of neural networks, machine learning, and

deep learning.

What are Al hypes? Use a diagram to explain the different stages of
an Al hype. What are Al winters?

What are the three types of AI? What is the singularity?
What are the differences between edge Al and cloud AI?

Search the Internet and list your own top 10 key moments of Al in
history.

Search the Internet and list your own “current state of AI” and give
your own predictions for Al

Are you optimistic or pessimistic about the future of Al, and why?



Al Development Tools

“Success in creating Al would be the biggest event in human history.
Unfortunately, it might also be the last, unless we learn how to avoid the risks.”
—Stephen Hawking (British theoretical physicist)

2.1 Al Hardware Tools

2.2 Al Software Tools

2.3 Introduction to Python

2.4 Python Development Environments
2.5 Al Datasets

2.6 Python Al Frameworks

2.7 Summary

2.8 Chapter Review Questions

2.1 Al Hardware Tools

As an old proverb says, “He who wants to do a good job must sharpen his tools
first.” You will also need a set of tools if you want to develop Al applications.
This includes both hardware and software. Hardware mainly means the com-
puter. As Al requires a certain amount of processing power, you will need a
powerful laptop or desktop computer.

Standard Computers For a beginner, a current standard computer is sufficient,
normally including an Intel or AMD CPU with a 2 GHz clock, 8 GB RAM,
500 GB hard drive, and a current Windows, Mac, or Linux operating
system. The cost is usually around $500. You can easily search the Internet
for best-selling laptops or best-selling desktops to find your ideal computer.
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Computers with GPUs For a more advanced user, if you want to train
more data or build more complicated, larger Al models, you will need
a more advanced computer, i.e., a computer with a graphics processing
unit (GPU). That typically includes a CPU with 8 cores, 32 GB RAM,
1 TB hard drive, and most importantly an NVIDIA GeForce RTX 1080 (or
2080) Series 8GB GPU. GPUs, originally developed for video games, have
been increasingly used in machine learning and deep learning. GPUs can
significantly speed up the calculations, thanks to their massive parallel
processes. We will discuss more about GPUs in Chapter 12. A prebuilt
computer with a GPU is usually around $3,000, but you can get it much
cheaper if you build it yourself.

Computers with FPGAs Field Programmable Gate Array (FPGA) is also
increasingly being used in Al. Altera and Xilinx are the two most well-
known FPGA manufacturers. Acquiring Altera in 2015, Intel has since
developed many FPGA-based Al applications. In 2018, for example, Intel
achieved 3,700 frames per second processing with its Arria 10 GX 1150
FPGA. A computer with the Intel Arria 10 GX FPGA can easily cost more
than $5,000. For more details about Intel Arria FPGA, check these resources:

https://arxiv.org/ftp/arxiv/papers/1806/1806.11547.pdf
https://www.intel.co.uk/content/www/uk/en/products/programmable/
fpga/arria-10.html

We will also discuss more about FPGA in Chapter 12.

Graphcore’s IPUs In addition to GPUs and FPGAs, there is another new
form of Al computing hardware: Graphcore’s massively parallel intelli-
gence processing unit (IPU). Graphcore is a young British company based
in Bristol and was founded in 2016 by Simon Knowles and Nigel Toon. In
July 2020, Graphcore unveiled its second-generation processor using a 7 nm
process, which packs about 60 billion transistors on a 800-square-millimeter
integrated circuit with 1,472 computing cores and 900 MB of local memory.
As mentioned in Chapter 1, IPUs can run much faster than GPUs and cost
much less. For more details, visit this resource:

https://www.graphcore.ai/

2.2 Al Software Tools

Software tools mainly depend on your choice of programming languages, such
as C/C++, Java, C#, Python, Matlab, Ruby, R, Julia, Go, and so on.

C and C++ are the most popular software programming languages. Soft-
ware written in C/C++ can run much faster than those written in many other


https://arxiv.org/ftp/arxiv/papers/1806/1806.11547.pdf
https://www.intel.co.uk/content/www/uk/en/products/programmable/fpga/arria-10.html
https://www.intel.co.uk/content/www/uk/en/products/programmable/fpga/arria-10.html
https://www.graphcore.ai/
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programming languages. Many Al libraries, such as OpenCV (https://opencv
.org/) for computer vision and YOLO (https://pjreddie.com/darknet/yolo/)
for object detection, are written in C/C++. To use C/C++ in Al development,
you can use a number of libraries:

m Google TensorFlow (https://github.com/tensorflow/tensorflow)

m Caffe (https ://github.com/ intel/caffe)

m Microsoft Cognitive Toolkit (CNTK) (https://docs.microsoft.com/
en—us/cognitive—toolkit/)

m MLPACK Library (https://www.mlpack.org/)
m SHARK Library (https://github.com/Shark-ML/Shark)
- OpenNN (https ://www.opennn. net/)

Java is another popular language. All apps on Android phones are written
in Java. To use Java in Al development, you can use the following libraries:

m Weka (https://www.cs.waikato.ac.nz/ml/weka/)
- Deeplearning4j (https://deeplearning4i.org/)
C#is popular for developing Windows desktop graphical user interface (GUI)
programs. With C#, you can use the following libraries:
- Emgu CV (http://www.emgu.com/wiki/index.php/Main_ Page)
m ML.NET (https ://dotnet .microsoft.com/apps/machinelearning-ai/

ml-dotnet

Python is probably the most widely used programming language today.
Unlike compiled languages such as C/C++ and Java, Python is an interpreted
programming language. This means you don’t need to compile the Python
code to run it. Python code is executed line by line. So even if there is an error
in the Python code, it will execute the lines before the error and stop only at
the point where the error is.

To use Python in AI development, you can use a number of libraries such
as Numpy, Pandas, Matplotlib, and NLTK. You can also use a number of open
source frameworks, such as the following:

m Scikit-Learn (https ://scikit-learn. org/stable/)

m Keras (https://keras.io/)

m Google TensorFlow (https://github.com/tensorflow/tensorflow)
m Facebook’s PyTorch (https://pytorch.org/)

m Caffe2 (https://caffe2.ai/)

m Baidu’s Paddle (https ://github.com/ PaddlePaddle/Paddle)


https://opencv.org/
https://opencv.org/
https://pjreddie.com/darknet/yolo/
https://github.com/tensorflow/tensorflow
https://github.com/intel/caffe
https://docs.microsoft.com/en-us/cognitive-toolkit/
https://docs.microsoft.com/en-us/cognitive-toolkit/
https://www.mlpack.org/
https://github.com/Shark-ML/Shark
https://www.opennn.net/
https://www.cs.waikato.ac.nz/ml/weka/
https://deeplearning4j.org/
http://www.emgu.com/wiki/index.php/Main_Page
https://dotnet.microsoft.com/apps/machinelearning-ai/ml-dotnet
https://dotnet.microsoft.com/apps/machinelearning-ai/ml-dotnet
https://scikit-learn.org/stable/
https://keras.io/
https://github.com/tensorflow/tensorflow
https://pytorch.org/
https://caffe2.ai/
https://github.com/PaddlePaddle/Paddle
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MATLAB is popular among students as many universities/colleges have
chosen the site license. This means it is free for students and staff to use. One
of its best features is its workspace, which allows users to view the content and
trace variables used. MATLAB is a really great tool for learning and offers a
number of toolboxes for Al development.

m Statistics and Machine Learning Toolbox (https://uk.mathworks.com/
products/statistics.html)

- [XX#)Learnhu;]bOHOOX(https://uk.mathworks.com/products/deep—
learning.html)

m Reinforcement Learning Toolbox (https://uk.mathworks.com/products/

reinforcement-learning.html)

m Predictive Maintenance Toolbox (https://uk.mathworks.com/products/

predictive-maintenance.html)

m Text Analytics Toolbox (https://uk.mathworks.com/products/text-
analytics.html)

MATLAB Online allows you to use MATLAB from your web browser. This
is excellent for online teaching and remoting learning.

https://matlab.mathworks.com/

MATLAB also provides support for using GPUs and FPGAs in Al development.
Check out this interesting post on how to perform image classification with just
11 lines of MATLAB code:

https://blogs.mathworks.com/pick/2017/03/03/deep-learning-in-11-

lines-of-matlab-code/

The R programming language is relatively new and is widely used for statistical
analysis and graphics. R is a free software and supported by the R Foundation
for Statistical Computing. It includes algorithms for machine learning, linear
regression, time series, and statistical inference. For more details, visit this site:

https://www.r-project.org/

The Julia programming language is also relatively new and is designed for
high-level, high-performance, dynamic programming. Julia is well suited for
numerical analysis and computational science. For more details, visit this site:

https://julialang.org/

The Go programming language was developed at Google by Robert
Griesemer, Rob Pike, and Ken Thompson in 2007. It is similar to the C program-
ming language, and it was designed to build simple, reliable, and efficient soft-
ware. One of main attractions of the Go programming language is that you can
easily create an executable file with it. For more details, visit this site:

https://golang.org/


https://uk.mathworks.com/products/statistics.html
https://uk.mathworks.com/products/statistics.html
https://uk.mathworks.com/products/deep-learning.html
https://uk.mathworks.com/products/deep-learning.html
https://uk.mathworks.com/products/reinforcement-learning.html
https://uk.mathworks.com/products/reinforcement-learning.html
https://uk.mathworks.com/products/predictive-maintenance.html
https://uk.mathworks.com/products/predictive-maintenance.html
https://uk.mathworks.com/products/text-analytics.html
https://uk.mathworks.com/products/text-analytics.html
https://matlab.mathworks.com/
https://blogs.mathworks.com/pick/2017/03/03/deep-learning-in-11-lines-of-matlab-code/
https://blogs.mathworks.com/pick/2017/03/03/deep-learning-in-11-lines-of-matlab-code/
https://www.r-project.org/
https://julialang.org/
https://golang.org/
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Figure 2.1 shows the interesting trends in the various programming languages
in recent years. The three traditionally most common programming languages,
C/C++, C#, and Java, have decreasing usage but remain prominent, while
JavaScript and R are stagnant, and Python is rising fast, beginning to overtake
C/C++, C#, and Java. Julia and Go usage remain relatively low. This web app
was developed using Python and Streamlit (https://www.streamlit.io/); we
will show you how to develop such apps later in this book.

< € @ sharestreamlitio/jcharis/streamiit-trend-app/main/app.py * b6 *Q
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Figure 2.1: The popularity trends of different programming languages

(Source:https://share.streamlit.io/jcharis/streamlit-trend-app/main/
app .- py)

In this book, we will focus only on Python, simply because it is the most
popular programming language for Al development.

2.3 Introduction to Python

Python was developed by Guido van Rossum, a Dutch programmer, at Centrum
Wiskunde & Informatica (CWI) in the Netherlands in the late 1980s. Python
was created as a general-purpose programming language and first released to
the public in 1991. Van Rossum chose the name Python after the famous British
comedy group Monty Python in the 1970s. Like MATLAB, Python is easy to
use, you do not need to define variables and worry about the types of variables,
and Python can automatically figure out the most appropriate variable type.
Python is also an interpreted, high-level programming language. This differs
from other compiled programming languages, such as C/C++, Fortran, and
Java, which require you to compile your source code into binary code before


https://www.streamlit.io/
https://share.streamlit.io/jcharis/streamlit-trend-app/main/app.py
https://share.streamlit.io/jcharis/streamlit-trend-app/main/app.py
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it can be executed. With Python and MATLAB, your code is executed line by
line. Python is the most popular programming language for machine learning
and deep learning.

To use Python, you must first download and install Python on your com-
puter. There are two main versions, version 2 and version 3. We recommend
installing version 3. The latest version is 3.9.7, but since many online examples
are based on older versions, we will use Python 3.6.8 in this book. We will rely
on the Windows operating systems. For other operating systems, such as Mac
and Unix/Linux, please adapt accordingly.

For Windows, the default installer python-3.6.8.exe is a 32-bit installer.
Unless you are using a really old computer, you should select the 64-bit installer,
python-3.6.8-amd64.exe. It's worth noting that a few popular Al frameworks
like tensorflow only supports 64-bit Python.

https://www.python.org/downloads/
https://www.python.org/ftp/python/3.6.8/python-3.6.8-amdé4.exe

By default, Python is installed into your personal account directory. If you
want to install Python into the standard c:\ or c:\Program Files)\, you need
to select Customize Installation in the first dialog box that appears after double-
clicking the installer. The following is a comprehensive installation guide; check
it out if you have any difficulties when installing Python:

https://realpython.com/installing-python/

After installing Python, you can use Python’s Integrated Development and
Learning Environment (IDLE) to edit, debug, and run Python code. See Figure 2.2.
Next, you will also need to download and install the following SciPy libraries:

= Numpy: For dealing with N-dimensional array data
m Pandas: For reading data files and analyzing data

m Matplotlib: For plotting data

m SciPy: For scientific computing

m iPython: For enhanced interactive console

m Jupyter: For a web-based Python editor

m SymPy: For symbolic mathematics

m Nose: For easier testing
See the SciPy website for more details:

https://www.scipy.org/install.html


https://www.python.org/downloads/
https://www.python.org/ftp/python/3.6.8/python-3.6.8-amd64.exe
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https://www.scipy.org/install.html
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Lo Python 3.6.8 Shell - o

File Edit Shell Debug Options Window Help
Python 3.6.8 (tags/v3.6.8:3c6b436a57, Dec 24 2018, 00:16:47) [M5C v.1916
64 bit (AMD64)] on win32

Type "help"™, "copyright", "credits" or "license ()" for more information.
>33 |

Ln:3 Col: 4
i ¢: Example 2.1.py - C\Users\xiaop\OneDrive - London South Bank Universit.. — &

File Edit Format Run Options Window Help

FExample 2.1
print ("Hello World"™):

Ln:3 Col 0

Figure 2.2: Python'’s IDLE (Python 3.6.8 64-bit) shell (top) and editor (bottom)

The installation process starts by typing the following commands in the
Windows Command Prompt window:

python -m pip install numpy scipy matplotlib ipython jupyter pandas

Sympy nose
or simply just typing the following;:
pip install numpy scipy matplotlib ipython jupyter pandas sympy nose

Next, you will need to install the Scikit-Learn library for machine learning. This
can be easily done by typing the following commands in the console window:

pip install scikit-learn

Finally, you will need to install the Keras, TensorFlow, and PyTorch libraries
for deep learning. You can do this by typing the following commands in the
console window:

pip install keras tensorflow torch torchvision opencv-python

The previous commands will install the latest version of the libraries. If you
do not want the latest version, you can also specify the version you want to
install. Here’s an example:

pip install keras==2.3.1
pip install tensorflow==2.0.0
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You can list what libraries have been installed by typing the following command
in the console window:
pip list

You will also need to install other Python libraries as you progress through
this book. But for now, this is enough to get you started with Al programming
using the Python programming language.

You are ready to get started!

2.4 Python Development Environments

Although Python comes with its own IDLE editor, many developers prefer to
use third-party Python text editors and integrated development environments
(IDEs) to bring in additional features. Here is a short list:

m Notepad++ is a popular text editor that supports many programming
languages such as Python. I use Notepad++ a lot.

https://notepad-plus-plus.org/downloads/

m TextPad is another similar text editor. TextPad and Notepad++ are popular
with Windows users.

https://www.textpad.com/home

m Sublime Text is a generic text editor, first released in 2007. It supports
44 major programming languages, including Python. It is a popular text
editor among Mac and Linux users.

http://www.sublimetext.com/

m Atom/Atom-IDE is a relatively new cross-platform general-purpose IDE.
Atom has attractive features such as syntax highlighting, autocompletion,
and a fully customizable interface.

https://atom.io/

m PyCharm is a Python IDE for professional developers. It has features such
as syntax highlighting, autocompletion, and live code verification.

https://www.jetbrains.com/pycharm/

m Spyder is a free, cross-platform Python IDE, with features such as syntax
highlighting and autocompletion. It also integrates many libraries such
as Matplotlib, Numpy, IPython, and Scipy. It has a variable explorer, sim-
ilar to MATLAB'’s workspace, which allows you to view the details of
variables.

https://github.com/spyder-ide/spyder


https://notepad-plus-plus.org/downloads/
https://www.textpad.com/home
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https://atom.io/
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https://github.com/spyder-ide/spyder
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m Visual Studio Code, also called VS Code, is a cross-platform software
IDE developed by Microsoft. Not to be confused with Visual Studio, VS
Code is small but complete, and the software is open source under the
MIT license.

https://code.visualstudio.com/

m Jupyter is a web-based Python IDE that allows you to edit and run Python
code from a web browser. I have found Jupyter to be remarkably easy to
use. Many people believe that Jupyter is a computing notebook for data
scientists. To install Jupyter, simply type the following pip install com-
mands into your terminal window:

pip install jupyter

To launch the Jupyter notebook in your web browser, simply type the fol-
lowing command. This will launch a web page (http://localhost:8888/)
from which you can create, open, and run Jupyter notebooks.

Jupyter notebook

Python program files have the extension of .py, and Jupyter notebooks
have the extension . ipynb. You can make the . ipynb file double-clickable
(i.e., so it can be opened with a double-click) in Windows by installing
the following two libraries:

pip install nbopen
python -m nbopen.install win

For more details about Jupyter, visit this site:
https://jupyter.org/

= Google Colaboratory, also called Google Colab, is a web-based Python
IDE, based on Jupyter, that allows you to edit and run Python code from
a web browser. This is one of my favorite Python development environ-
ments. You need a Google account to sign in to use it. Once logged in, you
have everything you need and are ready to start programming in Python.
You don’t have to worry about which Python version to install, which
Python libraries to install, and so on. One of the Google Colab features
I like the most is the support for CPU, GPU, and TPU computing. So, you
can run your code on GPUs and TPUs for free.

https://colab.research.google.com/

m Kaggle Notebook is another web-based Python IDE, similar to Google
Colab. But Kaggle also provides a huge number of datasets and runs many
Al challenges, making it easier to develop new algorithms and train new
models. There are also tons of other people’s projects that you can copy


https://code.visualstudio.com/
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and edit, and it is a great place to learn. Kaggle also provides support for
CPU and GPU computing, so it is one of my favorites.

https://www.kaggle.com/

Baidu’s Al Studio is a one-stop online development platform based on
PaddlePaddle, Baidu's proprietary deep learning framework. At Al Studio,
there are datasets, competitions, courses, and many projects to share. You
can also create your own online projects using Jupyter notebooks, similar
to Colab and Kaggle.

https://aistudio.baidu.com/aistudio/index?lang=en

https://www.paddlepaddle.org.cn/

Here are few more online Python/Jupyter editors:

Deepnote is a Google Colab alternative but has some interesting features
such as real-time collaboration, no interruptions for long-running tasks,
and no cost.

https://beta.deepnote.com/

Binder and Gesis Notebooks are also popular Jupyter online notebooks.
For example, on the Scikit-Learn website, you can run many sample codes
online using Binder Notebooks.

https://notebooks.gesis.org/
https://mybinder.org/

Paperspace Gradient is another Jupyter online notebook. Compared to
the Google Colab alternative, it has faster memory, persistent notebooks,
longer training time, and a larger dataset.

https://www.paperspace.com/console/gradient

When we talk about Python development environments, we have to talk
about Anaconda. Many beginners get confused by it, but Anaconda is
simply a scientific computing platform for Python and R programming
languages. It also aims to simplify package management and deployment.
It is cross-platform and comes with a set of libraries such as Matplotlib,
Numpy, IPython, and Scipy, as well as a set of editors /IDEs such as Spyder,
Jupyter, VS Code, and so on. Anaconda is basically a one-stop shop; it has
everything you need for Python development. So, with many Python
tutorials, the first thing you'll be asked to do is to install Anaconda. From
Anaconda’s graphical user interface, shown in Figure 2.3, you can launch
all the tools you need. However, Anaconda is quite large and requires a
lot of disk space. Therefore, it is optional for this book.


https://www.kaggle.com/
https://aistudio.baidu.com/aistudio/index?lang=en
https://www.paddlepaddle.org.cn/
https://beta.deepnote.com/
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Figure 2.3: Anaconda user interface

(Source:https://upload.wikimedia.org/wikipedia/commons/f/f4/Anaconda
.Starting page.png)

Anaconda claims to be the most popular Python distribution platform in
the world with more than 20 million users worldwide.

https://www.anaconda.com/

We also need to talk about Python virtual environments. If you are writing
simple Python programs, you would not need this. But if you are writing more
complicated Python programs and need to use third-party software, you will
find that different software uses different versions of Python libraries and
packages. For example, some software code works with Google TensorFlow
version 1 and other code works with Google TensorFlow version 2. Soon you
will find yourself with many version conflicts. The solution to this is to use a
Python virtual environment, where you create an isolated Python environment
for each project so your computer can run multiple projects that require differ-
ent versions of Python libraries. You can create a Python virtual environment
by using Anaconda and Virtualenv. Compared with Anaconda, Virtualenv is
much smaller and easier to use. See Appendix D for how to install and use a
Python virtual environment. For more details about Virtualenv, visit this site:

https://virtualenv.pypa.io/en/latest/

In this book, we will mainly use Python’s IDLE, as well as a mixture of Jupyter,
Kaggle, and Google Colab.


https://www.anaconda.com/
https://virtualenv.pypa.io/en/latest/
https://upload.wikimedia.org/wikipedia/commons/f/f4/Anaconda.Starting_page.png
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2.4 Getting Started with Python

This book is not about Python programming for which there are plenty of good
books. We do not want to reinvent the wheel. But for the sake of completeness,
we will provide a simple, short introduction to Python here.

As with learning any other programming language, you always start with a
“Hello World” program. A “Hello World” program simply outputs Hello World!
to the screen. In computing, the screen is known as standard output. The keyboard
is known as the standard input. Learning a new programming language always
starts with standard input and standard output and then variables, loops, i£f
else statements, functions, and so on.

Example 2.1 shows a simple Python “Hello World” program that prints
Hello World! to the screen. It consists of only one line of code. To run this code,
launch the Python IDLE (as shown in Figure 2.2 (top)), select New File from
the File menu, and a new editor window will appear (as shown in Figure 2.2
(bottom)). Then type the code shown in Example 2.1, and select Run Module
from the editor’s Run menu, or press the F5 key, to run the code. The results
will be displayed in the Python IDLE shell.

EXAMPLE 2.1: THE HELLO.PY PROGRAM

#Example 2.1
print ("Hello World!")

Python uses # for a single-line comments and a pair of ' ' ' for multiple-line
comments. Example 2.2 shows an example.

EXAMPLE 2.2: THE HELLO2.PY PROGRAM

#Example 2.2

This is a multiple line
comments.

print ("Hello World")

A cool feature of print is that you can embed mathematical functions inside
it, modify the print statement as shown next, and see what you get:

print ("Hello World"*5)

Python supports a number of types of variables, like MATLAB. You do not
have to declare the variables, you do not have to specify the types, and you can
just use them directly. Python does not require a ; at the end of each statement.
Example 2.3 shows an example.
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EXAMPLE 2.3: THE HELLO3.PY PROGRAM

#Example 2.3

a=>5

b =17

c=a+b
print("c = " , c)
@l = szl

e = 'y!'

print(d + e)

f = "Hello"

g = "World"

1 =£f+"" +g
print (1)

For more complex structures, such as loops, selections, or functions, instead of
using { and } or Begin and End to group the structure like other programming
languages, Python uses : and indentation to distinguish different structures.
This forces users to write code with proper indentations. By default, there are
four spaces for each level of indentation. Example 2.4 shows a simple for loop;
you can see the : character and can probably figure out that the two print state-
ments are on different structural levels. The first print statement is inside the
for loop, while the second print statement is outside the loop.

EXAMPLE 2.4: THE .oop.PY PROGRAM

#Example 2.4

for i in range(5) :
print (i)

print ("Finished")

Example 2.5 shows a nested for loop example; again, the three print state-
ments are at different structure levels.

EXAMPLE 2.5: THE L.oopr2.PY PROGRAM

#Example 2.5
for i in range(5):
for j in range(5) :
X =1*3
print (x)
print ("Inner Loop Finished")
print ("Outer Loop Finished")
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Example 2.6 shows a while loop example, which will continue as long as the
test condition x < 5 is satisfied.

EXAMPLE 2.6: THE .ooP3.PY PROGRAM

#Example 2.6
x =0
while x < 5:
X =X+ 1
print (x)
print ("Finished")

Example 2.7 shows an if else example, which will execute different lines
of the code depending on the value of x.

EXAMPLE 2.7: THE IFELSE.PY PROGRAM

#Example 2.7
x = 60
if x >= 70:

print ("Excellent™")
elif x >= 60:

print ("Good")
else:

print ("OK")

Example 2.8 shows an example of a Python function, in which a function, add
(x,v),1s defined, and then the function is called. The function starts with the
keyword def and has two input parameters, x and y. The function adds x and
y together, passes the value to z, and then returns the value z.

EXAMPLE 2.8: THE FuNcs.PY PROGRAM

#Example 2.8

def add (x,y):
Z =X+ Y

return z

t = add (30, 20)
print (t)

Example 2.9 shows a Python example to find the maximum value in an array,
also called a list. It first defines a function, called maxarray (xs), which has an
array-type input parameter named xs. The function uses a for loop and an if
statement to find out the maximum value. Then it creates an array and calls
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the function. Python uses [ and ] to refer to arrays and uses , to separate each
element of the array.

EXAMPLE 2.9: THE ARRAY.PY PROGRAM
#Example 2.9
def maxarray (xs):

m = xs[0]
for x in xs:

if m < x:
m = X
return m
data = [0,1,2,3,4,5]

t = maxarray (data)
print (t)

EXERCISE 2.1

Modify the Python program from Example 2.9 to create a function called
minarray (xs) to find out the minimum value of an array.

EXERCISE 2.2

Modify the Python program from Example 2.9 to create a function called
sortarray (xs) to sort the array in ascending order.

Example 2.10 shows how to read text from the keyboard. In the print state-
ment, a single quote (') and a double quote (") are the same.

EXAMPLE 2.10: THE I1NPUT.PY PROGRAM

#Example 2.10

print ('What is your name? ')
x = input ()

print ('Hello ' + x + "I")

This is the output of the program:

What is your name?
Perry
Hello Perry!
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Example 2.11 shows how to read text from the keyboard and then use the int ()
function to convert it to an integer, perform some calculations, and display the
results. You can also use float () to convert text to floats, which are the num-
bers with decimal points, and use the str () function to convert the numbers
to text. In Python, +, —, ¥, and / represent addition, subtraction, multiplication,
and division, respectively. ** represents a square.

EXAMPLE 2.11: THE INPUT2.PY PROGRAM

#Example 2.11

print ('Input a number: ')

x = input ()

y = int(x)

y =y ** 2

print ('The square of ' + str(x) + " is " + str(y))

This is the output of the program:

Input a number:
4
The square of 4 is 16

EXERCISE 2.3

Modify the Python programs from Example 2.11 so that it reads a float number from
the keyboard. You can also use f1oat () to convert text to float numbers, which are
the numbers with decimal points. Then calculate the square and display it on the
screen.

EXERCISE 2.4

Based on the Python programs in Examples 2.10 and 2.11, write a Python program that
reads the name, the age, and the marks from the keyboard. The age should be read

as an integer, and marks should be read as a float number. Then display them on the
screen.

Example 2.12 shows how to read a list of numbers from the keyboard. It
first reads the numbers as text into a variable called s, then uses the split ()
function to split it into a number of pieces, and finally uses the map function to
map each piece into an integer.

EXAMPLE 2.12: THE INPUTLIST.PY PROGRAM

#Example 2.12

s = input ("Input a list of numbers: ")
numbers = list (map(int, s.split()))
print (numbers)
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This is the output of the program:

Input a list of numbers: 1 2 3 4
1, 2, 3, 4]

Python has a useful Math library. Example 2.13 shows some commonly used
functions of the library. You need to use import math to import the library first
and then use dot notation, such as math.pi and math. sqrt to call the functions.

EXAMPLE 2.13: THE MATH.PY PROGRAM

#Example 2.13
import math

r =5

cir = 2 * math.pi * r

print ('The circumference is ' + str(cir))
x =5

y = math.sqgrt (x)

print ("The square root of " + str(x) +" is " + str(y))
x =7

y = math.factorial (x)

print ("The factorial of " + str(x) +" is " + str(y))
X = 16.4

y = math.floor (x)
print ("The floor of " + str(x) +" is " + str(y))

X = 16.4
y = math.ceil (x)
print ("The ceiling of " + str(x) +" is " + str(y))

This is the output of the program:

The circumference is 31.41592653589793
The square root of 5 is 2.23606797749979
The factorial of 7 is 5040

The floor of 16.4 is 16

The ceiling of 16.4 is 17

For more details about the Math library, check out this interesting tutorial
froanealethon.com:

https://realpython.com/python-math-module/
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EXERCISE 2.5

Based on the Python programs from Examples 2.10 and 2.13, write a Python program
that reads a list of float numbers from the keyboard, then uses the math.sin ()
function to calculate the sine value of the numbers, and finally displays the results on
the screen.

Plotting is important for visualizing the data. Python has a powerful Mat-
plotlib library, similar to MATLAB’s plot function. Example 2.14 shows an
example of using this library to plot. It first uses import matplotlib.pyplot
as plt to import the library’s pyplot function. It also imports another useful
library, Numpy, which is helpful for dealing with numeric arrays. It then creates
an array of 100 numbers called x using the range function, x=0,1,2,3...99,
converts x to a Numpy array with np.array (), scales x between 0 and 2 &, with
a step size of 0.01. Numpy also has a n-function called np.pi, similar to math
.pi. Then, it calculates the sine value of the array x using the np.sin () function.
Note that math.sin () is not used here because it is only for scalars. Finally, it
uses the plt.plot () function to plot the sine curve and uses the plt.show ()
function to show the plot.

EXAMPLE 2.14: THE PL.OT.PY PROGRAM

#Example 2.14
import matplotlib.pyplot as plt
import numpy as np

x = [1 for 1 in range(100)]
X = np.array (x)

X = 2 * np.pi* x * 0.01

y = np.sin(x)

plt.plot (x,y)
plt.title('Sin Plot')
plt.xlabel ('x")

plt.ylabel ('Sin')
plt.show ()

Figure 2.4 shows the output of Example 2.14, which plots the sin () function
from the range [0, 2 «].

Example 2.15 shows another example of plotting. In this example, Numpy’s
linspace function is used to create an array of values x ranging from -z to 7,
with 50 data points in between. It then calculates the sine and cosine values of
the values x and plots the data with different colors and different makers, and
it also displays the legend.
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Figure 2.4: The output of Example 2.14

EXAMPLE 2.15: THE pLOoT2.PY PROGRAM

#Example 2.15
import numpy as np
import matplotlib.pyplot as plt

x = np.linspace(-np.pi, np.pi, 50)
vyl = np.sin(x)

y2 = np.cos (x)

plt.plot(x, yl, color = 'blue', marker = "s", label='Sin')
plt.plot(x, y2, color = 'red',K marker = "o", label='Cos')
plt.legend()

plt.show()

Figure 2.5 shows the output of Example 2.15, which plots the sin () and cos ()
functions from the range between -r and =.
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Figure 2.5: The output of Example 2.15

EXERCISE 2.6

Based on the Python programs from Examples 2.14 and 2.15, write a Python program
that plots different math functions, suchasy = 3 x + 4andy = 2 x2 + 1and
y = %3 + 9 onthesame graph using different colors and also displays the legend.

For more details about the Matplotlib library, access the following website:

https://matplotlib.org/tutorials/introductory/pyplot.html

Last but not least is data file reading and writing. In machine learning and
deep learning, the most commonly used data file format is Comma Separated
Values (CSV). A CSV file is just plain text with many rows of data, and each
row has a fixed number of columns separated by commas. CSV files can easily
be imported into Microsoft Excel as a spreadsheet.

The easiest way to create a CSV file and read a CSV file is to use the Pandas
library. Example 2.16 shows how to create a CSV file. It first creates an array
called data that contains two columns of values, Name and age. It then creates a
dataframe named df from the array data. Finally, it displays the dataframe and
saves the data into a CSV file named test .csv by using the to_csv () function.
The dataframe has an extra index column (see Example 2.16); you can use
index=False to avoid saving the index column in the CSV file.
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EXAMPLE 2.16: THE DATA.PY PROGRAM

#Example 2.16
import pandas as pd

data = {'Name': ['Tony', 'Robert', 'John', 'Alice'],
'Age': [18,24,19,21],
1
df = pd.DataFrame (data, columns = ['Name', 'Age'l)
print (df)

df .to_csv('test.csv', index=False)

The following is the output of the program, displaying the contents of the
dataframe named df. Note that there is an additional index column.

Name Age
0 Tony 18
1 Robert 24
2 John 19
3 Alice 21

This is the content of the test.csv file:

Name, Age
Tony, 18
Robert, 24
John, 19
Alice, 21

Example 2.17 shows how to read a CSV file. It uses the read_csv () function
to read a CSV file named test.csv into a dataframe named 4.

EXAMPLE 2.17: THE DATA2.PY PROGRAM

#Example 2.17

import pandas

df = pandas.read_csv('test.csv')
print (df)

For more details about the CSV files, see this interesting tutorial from
RealPython.com:

https://realpython.com/python-csv/

Excel data files are popular among Windows users. Similar to CSV files,
the Python Pandas library can also easily read and write Excel files. But you
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need to install the xIsxwriter library by typing pip install xlsxwriter atthe
command line of your terminal program. Example 2.18 shows how to create a
dataframe and save it to an Excel file. It uses the functions Excelwriter () and
to_excel () to save the dataframe variable daf to an Excel file named test . x1sx.

EXAMPLE 2.18: THE EXCEL.PY PROGRAM

#Example 2.18
#pip install xlsxwriter

import pandas as pd

data = {'Name': ['Tony', 'Robert', 'John', 'Alice'],
'Age' : [18,24,19,21],
}
df = pd.DataFrame (data, columns = ['Name', 'Age'])
print (df)

writer = pd.ExcelWriter ("test.xlsx", engine='xlsxwriter')

#df.to _excel (writer, sheet name='Sheetl',

# startrow=7, startcol=4, header=False, index=False)
df .to_excel (writer,sheet name = 'Sheetl', index=False)

writer.save ()

Example 2.19 shows how to read an Excel file. It uses the read_excel ()
function to read an Excel file named test.x1sx into a dataframe named daf.

EXAMPLE 2.19: THE EXCEL2.PY PROGRAM

#Example 2.19
#pip install xlsxwriter

import pandas

df = pandas.read excel ('test.xlsx', sheet name='Sheetl')
print (df)

That is it! That is all you need to follow the exercises in this book.

If you want to learn more with Python programming, apart from books and
paid courses, there are tons of free Python programming tutorials on the Inter-
net. Here are the most popular free tutorials:

https://docs.python.org/3/tutorial/index.html
https://realpython.com/

https://www.learnpython.org/
https://www.geeksforgeeks.org/python-programming-language/
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https://www.python.org/about/gettingstarted/
https://docs.python-guide.org/intro/learning/
https://www.w3schools.com/python/

The following are websites with extensive examples on Python machine
learning, deep learning, and computer vision:

https://machinelearningmastery.com/
https://www.pyimagesearch.com/start-here/
https://pythonprogramming.net/
https://www.learnopencv.com/
https://d21.ai/

2.5 Al Datasets

Many Al applications require a large amount of data. Many public datasets are
available for such applications. The following is a list of datasets commonly
used by Al applications:

m UCI Machine Learning Repository is probably the most widely used
dataset for machine learning. It contains 559 datasets divided into differ-
ent categories, such as classification, regression, clustering and others.

https://archive.ics.uci.edu/ml/datasets.php

m CIFAR-10is a popular image dataset for image recognition. CIFAR stands
for Canadian Institute for Advanced Research. The CIFAR-10 dataset
consists of 60,000 32 x 32 color images in 10 classes (or categories), with
6,000 images per class. There are 50,000 training images and 10,000 test
images.

https://www.cs.toronto.edu/~kriz/cifar.html

m ImageNet is the largest visual database for object recognition research
with more than 14 million images. At least one million of the images have
object bounding boxes. The images are divided into more than 20,000
categories. However, only 1,000 non-overlapping categories are used in
the ImageNet Large Scale Visual Recognition Challenge (ILSVRC).

http://www.image-net.org/

m COCO (Common Objects in Context) is a large image dataset for object
detection, image segmentation, and image captioning. COCO has 330,000
images (more than 200,000 labeled), 1.5 million object instances, 80 object
categories, and 91 material categories.

http://www.image-net.org/


https://www.python.org/about/gettingstarted/
https://docs.python-guide.org/intro/learning/
https://www.w3schools.com/python/
https://machinelearningmastery.com/
https://www.pyimagesearch.com/start-here/
https://pythonprogramming.net/
https://www.learnopencv.com/
https://d2l.ai/
https://archive.ics.uci.edu/ml/datasets.php
https://www.cs.toronto.edu/~kriz/cifar.html
http://www.image-net.org/
http://www.image-net.org/
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Kaggle is a public data platform and a cloud-based workbench for data
science and artificial intelligence education. Kaggle has a public data
platform to provide open source datasets for researchers and runs a series
of machine learning competitions. Kaggle Kernel allows users to share
code and analysis in Python and R. More than 150,000 kernels (code snip-
pets) have been shared. Kaggle also has Kaggle Learn for short Al edu-
cation, as well as jobs board for employers to post machine learning and
Aljobs. It has more than 1 million registered users, called Kagglers. Kaggle
was acquired by Google in 2017.

https://www.kaggle.com/

Google’s Open Images has a collection of 9 million images with labels
from more than 6,000 categories.

https://ai.googleblog.com/2016/09/introducing-open-images-
dataset.html

Labeled Faces in the Wild (LFW) is a dataset of face photos for studying
the problem of unconstrained face recognition. The original LFW dataset
consists of 13,000 labeled images of faces from 5,749 people.

http://vis-www.cs.umass.edu/lfw/

Quandl is the premier source of economic and financial data. It claims to
be used by more than 400,000 people, from the world’s top hedge funds,
asset managers, and investment banks.

https://www.quandl.com/

Financial Times Market Data provides up-to-date information on stock
price indices, commodities, and foreign exchange from around the world.

https://markets.ft.com/data/

US Data.Gov is the home of U.S. government open data. The data can
range from government budgets to school performance.

https://www.data.gov/

US Healthcare Data includes data about population health, diseases,
drugs, and health plans.

https://healthdata.gov/

EU Open Data Portal provides access to open data published by EU insti-
tutions in the area, such as economics, employment, science, the environ-
ment, and education.

https://data.europa.eu/euodp/en/home


https://www.kaggle.com/
https://ai.googleblog.com/2016/09/introducing-open-images-dataset.html
https://ai.googleblog.com/2016/09/introducing-open-images-dataset.html
http://vis-www.cs.umass.edu/lfw/
https://www.quandl.com/
https://markets.ft.com/data/
https://www.data.gov/
https://healthdata.gov/
https://data.europa.eu/euodp/en/home
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m The UK Data Service provides the UK’s largest collection of social,
economic, and population data.

https://www.ukdataservice.ac.uk/

= World Bank Open Data covers population demographics and a huge
number of economic and development indicators across the world.

https://data.worldbank.org/

For more information about the Al datasets, check out this interesting website
from Liobridge.ai, The 50 Best Free Datasets for Machine Learning:

https://lionbridge.ai/datasets/the-50-best-free-datasets-for-

machine-learning/

2.6 Python Al Frameworks

To develop Python Al applications, you need not only datasets but also open
source libraries and frameworks. One of the main attractions of using Python
for Al development is that there are so many resources available, many of which
are open sources and free to use.

The following are commonly used Python Al frameworks:

m Scikit-Learn is the most widely used Python framework for machine
learning. It is divided into two main categories, supervised learning and
unsupervised learning. For supervised learning, it has a set of algorithms
for classification and regression. For unsupervised learning, it has algo-
rithms for clustering. You can find more details on the following website,
where it is best to start with the “Getting Started” and “Tutorial”
sections:

https://scikit-learn.org/stable/
https://scikit-learn.org/stable/getting started.html
https://scikit-learn.org/stable/tutorial/index.html

m Google’s TensorFlow is undoubtedly the most widely used Python frame-
work for AL It is called TensorFlow because its basic data structure is a
tensor, a simple multidimensional array of numbers or functions. TensorFlow
is widely used for image classification, object detection, image segmentation,
pose detection, text sentiment, language translation, speech recognition,
and so on. It also provides TensorFlow.js, a JavsScript platform for web-
based Al developments.

https://github.com/tensorflow/tensorflow
https://www.tensorflow.org/tutorials


https://www.ukdataservice.ac.uk/
https://data.worldbank.org/
https://lionbridge.ai/datasets/the-50-best-free-datasets-for-machine-learning/
https://lionbridge.ai/datasets/the-50-best-free-datasets-for-machine-learning/
https://scikit-learn.org/stable/
https://scikit-learn.org/stable/getting_started.html
https://scikit-learn.org/stable/tutorial/index.html
https://github.com/tensorflow/tensorflow
https://www.tensorflow.org/tutorials
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Keras is an open source software library that provides a Python interface
for other Al libraries and frameworks. Keras is best known as the standard
interface for the TensorFlow. However, Keras, as a back end, also supports
many others, such as Microsoft Cognitive Toolkit, R, Theano, and PlaidML.

https://keras.io/

Facebook’s PyTorch is an open source machine learning library based on
the Torch library. It is developed by Facebook’s Al Research Lab. PyTorch
is getting more popular in recent years and has caught up with TensorFlow.

https://pytorch.org/

Caffe2 (Convolutional Architecture for Fast Feature Embedding) is a
well-known open source deep learning framework, originally developed
by Yangqing Jia during his PhD at the University of California — Berkeley.
Caffe2 is the second version of Caffe with many improvements such as
large-scale distributed training, mobile deployment, and new hardware
support, as well as new features such as recurrent neural networks, etc.

https://caffe2.ai/

Baidu’s Paddle Paddle is an open source deep learning framework cre-
ated and supported by Baidu. Paddle stands for PArallel Distributed Deep
LEarning, and it provides 146 algorithms and more than 200 pretrained
models. It supports the training of ultra-large deep neural networks with
data sources distributed across hundreds of nodes. It is home to more
than 1.5 million developers. It also offers free online AI computations,
similar to Google’s Colab.

https://github.com/PaddlePaddle/Paddle

H20 is a fully open source, distributed, fast, and scalable machine learning
platform, and one of the best tools for any machine learning team to have
when dealing with large volumes of data. It claims to be the number-one
open source platform for enterprise machine learning.

https://www.h20.ai/

DeepMind was cofounded by Demis Hassabis in September 2010. It made
headlines after its AlphaGo program defeated the South Korean world
champion Go player Lee Sedol in 2016. It then offered AlphaZero, a program
for playing Go, chess, and shogi (Japanese chess). In 2020, it made head-
lines again with its AlphaFold for solving the problem of protein folding.
DeepMind provides a range of examples, tools, and libraries through its
GitHub site.

https://deepmind.com/
https://github.com/deepmind


https://keras.io/
https://pytorch.org/
https://caffe2.ai/
https://github.com/PaddlePaddle/Paddle
https://www.h2o.ai/
https://deepmind.com/
https://github.com/deepmind
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m OpenAl was cofounded by Elon Musk with a more than $1 billion
investment in October 2015. It is largely seen as the competitor of DeepMind.
In 2016, it released the OpenAI Gym platform for reinforcement learning.
In 2020, it stirred up global interest when it announced its Generative
Pre-trained Transformer 3 (GPT-3) for natural language processing.
GPT-3 has an astonishing 175 billion parameters.

https://openai.com/

m Apache MXNet is a machine learning framework designed for both
efficiency and flexibility. It has APIlanguages such as R, Python, and Julia,
and has been adopted by Amazon Web Services.

https://github.com/dmlc/mxnet

m OpenCV (Open Source Computer Vision Library) is probably the most
popular cross-platform and free library. It was originally developed by
Intel and aimed at real-time computer vision.

https://opencv-python-tutroals.readthedocs.io/en/latest/
py_tutorials/py_ tutorials.html

m Scikit-image, formerly known as Scikits.image, is a collection of algo-
rithms for image processing. It is an open source image processing library
for the Python programming language. It is built on the NumPy and SciPy
libraries and contains algorithms for image segmentation, geometric
transformations, color space manipulation, analysis, filtering, morphology,
feature detection, and more.

https://scikit-image.org/

There are many other libraries, platforms, and frameworks. We will introduce
them in the book as we use them.

2.7 Summary

This chapter presented Al development tools, which include both hardware
tools and Al software tools. For Al hardware, the concept of standard com-
puters, computers with GPUs, computers with FPGAs, and latest IPUs from
Graphcore were introduced. For Al software, a list of different programming
languages was presented, such as C/C++, Java, C#, Python, Matlab, Ruby, R,
Julia, and Go, with Python chosen as the main focus of this book.

This chapter also introduced the Python programming language, including
download and installation, its development environments, and a short tutorial
of the Python language to help you get started.

Finally, it presented commonly used Al datasets and Python AI frameworks.


https://openai.com/
https://github.com/dmlc/mxnet
https://opencv-python-tutroals.readthedocs.io/en/latest/py_tutorials/py_tutorials.html
https://opencv-python-tutroals.readthedocs.io/en/latest/py_tutorials/py_tutorials.html
https://scikit-image.org/

50

Part | = Introduction

2.8 Chapter Review Questions

Q2.1.

Q2.2.

Q2.3.

Q2.4.
Q2.5.

Q2.6.
Q2.7.
Q2.8.
Q2.9.

Q2.10.
Q2.11.
Q2.12.
Q2.13.
Q2.14.

What types of computer hardware are available for Al development?
Do an Internet search and find your ideal laptop / desktop computer
for Al development.

What programming languages can be used for Al development? List
the advantages and disadvantages of each language.

How is Python different from other programming languages such
as C/C++ or Java?

What is a Python virtual environment?

What are the most commonly used datasets in AI? Search the Internet
and find five other datasets.

What is Scipy?

What is Scikit-Learn?

What is TensorFlow?

What is Keras?

What is PyTorch?

What is Caffe2?

What is the standard input and output in a Python program?
What are commonly used Al datasets?

What are popular Python Al frameworks?



Machine Learning and

Deep Learning

In This Part:

Chapter 3: Machine Learning
Chapter 4: Deep Learning

Part Il provides a detailed introduction of machine learning and deep learning,
the two most important aspects of Al






Machine Learning

“Before we work on artificial intelligence why don’t we do something
about natural stupidity?”

—Steve Polyak (American Neurologist)

CHAPTER OUTLINE|

3.1.
3.2.
3.3.
3.4.
3.5.
3.6.
3.7.
3.8.
3.9.

Introduction

Supervised Learning: Classifications
Supervised Learning: Regressions
Unsupervised Learning
Semi-supervised Learning
Reinforcement Learning

Ensemble Learning

AutoML

PyCaret

3.10. LazyPredict
3.11. Summary
3.12. Chapter Review Questions

3.1

Introduction

As you saw in Chapter 1, Al covers a broad area, and one of most important
aspects of Al is machine learning.

Machine learning (ML) is basically a set of mathematical algorithms developed
in the 1980s. Machine learning is an important subset of Al, and it is the science
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that aims to teach computers, or machines, to learn from data and to analyze data
automatically, without human intervention. It includes a set of mathematical
algorithms that can make a decision or, more accurately, predict the results for
a given set of data. The term machine learning was coined by Arthur Samuel, an
American pioneer in computer science and artificial intelligence, in 1959 when
he was working at IBM. In 1997, a more modern definition of machine learning
was provided by Tom Mitchell as “A computer program is said to learn from
experience E with respect to some class of tasks T and performance measure P,
if its performance at tasks in T, as measured by P, improves with experience E.”
Machine learning can be divided into these four different categories:

m Supervised learning: In supervised learning, models are trained with
labeled data. During the training, algorithms continuously adjust the
parameters of models until the error calculated between the output and
the desired output for a given input is minimized. Supervised learning
is typically used in classification and regression. Classification means to
identify, for a given input sample, which class (or category) something
belongs to, such as dog or cat, male or female, cancer or no cancer, gen-
uine or fake, and so on. The most popular supervised learning algorithms
are the following: support vector machines, naive Bayes, linear discriminant
analysis, decision trees, k-nearest neighbor algorithm, neural networks
(multilayer perceptron), and similarity learning. Regression means, for
the given data, fit the data with a model to get the best-fit parameters.
The most popular regression algorithms are linear regression, logistic
regression, and polynomial regression.

m Unsupervised learning: In unsupervised learning, models are fed with
unlabeled data. The algorithms will study the data and divide it into
groups according to features. Unsupervised learning is typically used for
clustering and association. Clustering means dividing the data into groups.
The most popular clustering algorithm is K-means clustering. Association
means to discover rules that describe the majority portion of the data. A
popular association algorithm is the Apriori algorithm.

m Semi-supervised learning: In semi-supervised learning, both labeled
data and unlabeled data are used. This is particularly useful when not
all the data can be labeled. The basic procedure is to group the data into
different clusters using an unsupervised learning algorithm and then
using the existing labeled data to label the rest of the unlabeled data.
The most popular semi-supervised learning algorithms include self-
training, generative methods, mixture models, and graph-based methods.
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Semi-supervised learning can typically be used in speech analysis, internet
content classification, and protein sequence classification.

m Reinforcement learning: In reinforcement learning, algorithms learn to
find, through trial and error, which actions can yield the maximum
cumulative reward. Reinforcement learning is widely used in robotics,
video gaming, and navigation.

Today, machine learning has been used in a variety of applications. In health-
care, for example, machine learning has been used for early disease detection,
cancer diagnosis, and drug discovery. In social media, machine learning has
been used for sentiment analysis, for example, to decide whether a comment
is positive or negative. In banking, machine learning has been used for fraud
detection. In e-commerce, machine learning has been used for recommending
songs, movies, or products based on customers’ previous shopping records.

3.2 Supervised Learning: Classifications

Supervised learning is the most important part of machine learning. Supervised
learning can be used for classification and regression. We will introduce
classification in this section and regression in the next section based on the
popular Scikit-Learn library (https://scikit-learn.org/).

Classification means for a given sample you need to predict which category it
belongs to. The best-known classification example in the field of machine learning
is iris flower classification, which is to classify iris flowers among three species
(Setosa, Versicolor, or Virginica) based on the measured length and width of the
sepals and petals. Another popular classification is breast cancer classification.
In this example, a set of measurement results (such as radius, area, perimeter,
texture, smoothness, compactness, concavity, symmetry, and so on) of a tissue
sample are given to decide whether the tissue is malignant or benign.

In machine learning, the following are commonly used terminologies. The
categories of flowers, or types of breast tissue (malignant or benign), are called
classes. The length and width of sepals and petals, or breast tissue measures,
are called features. Data points are called samples, and variables in the models
are called parameters.

m Class: The categories of the data
m Features: The measurements
m Samples: The data points

m Parameters: The variables of the model


https://scikit-learn.org/
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The most popular supervised learning algorithms are support vector machines,
naive Bayes, linear discriminant analysis, principal component analysis, decision
trees, random forest, k-nearest neighbor, neural networks (multilayer percep-
tron), and so on.

Find more details about supervised learning algorithms available by using
the Scikit-Learn library:

https://scikit-learn.org/stable/supervised learning.html

Scikit-Learn Datasets

Datasets are important in machine learning. To make them easy to access, sev-
eral datasets are provided with the Scikit-Learn library.

Toy Datasets

m Boston house prices dataset

m [ris plants dataset

m Diabetes dataset

m Optical recognition of handwritten digits dataset
m Linnerrud dataset

m Wine recognition dataset

m Breast cancer Wisconsin (diagnostic) dataset

Real-World Datasets

m The Olivetti faces dataset

m The 20 newsgroups text dataset

m The Labeled Faces in the Wild face recognition dataset
m Forest covertypes

m RCV1 dataset

m Kddcup 99 dataset

m California Housing dataset
There are also generated datasets; for more details, see the following:

https://scikit-learn.org/stable/datasets.html

Support Vector Machines

Support vector machine (SVM) is the best-known supervised learning algorithm.
You always start machine learning with SVM. The SVM algorithm can be used


https://scikit-learn.org/stable/supervised_learning.html
https://scikit-learn.org/stable/datasets.html
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for both classification and regression problems. It was developed at AT&T Bell
Laboratories by Vladimir Naumovich Vapnik and his colleagues in the 1990s.
It is one of the most robust prediction methods, based on the statistical learning
framework.

Figure 3.1 shows a simple example of two category classification problems
using SVM. You can imagine the two sets of data are two types of flowers, and
horizontal and vertical axes are the values of the petals’ length and width. SVM
will train on this data and create a hyperplane to separate the two sets of the
data. In this case, a hyperplane is a straight line. SVM adjusts the position of
the hyperplane to maximize the margins to both sets of data. The data points
on the margin are called the support vectors. This is a simple two-dimensional,
linear classification problem. SVM can also work on three-dimensional, non-
linear classification problems, in which cases a hyperplane could be a plain or
more complex curved surface.

2, 2
lwill liwz]|

.

Figure 3.1: The support vector machine with two sets of data points, the hyperplane (solid line),
the margin (between two dashed lines), and the support vectors (circled points on the dashed
line)

The following is an interesting SVM tutorial that explains how SVM works
and how to use SVM with Scikit-Learn:

https://www.datacamp.com/community/tutorials/svm-classification-

scikit-learn-python

Now let’s look at some Python SVM classification examples. In this chapter, we
will use the Scikit-Learn library for classification. You can install the library by
typing pip install scikit-learn atthe command line, as shown in Chapter 2.


https://www.datacamp.com/community/tutorials/svm-classification-scikit-learn-python
https://www.datacamp.com/community/tutorials/svm-classification-scikit-learn-python
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Example 3.1 shows a simple SVM gender classification example based on
height, weight, and shoe size. It first uses from sklearn import svmtoimport
the SVM library. It uses an array called x to store four sets of values of height in
centimeters, weight in kilos, and shoe size in UK size, and uses an array named
y to store four sets of known genders, 0 for Male, 1 for Female. It then trains
the SVM classifier and makes a prediction for a given height, weight, and shoe
size [[160, 60, 7]].

EXAMPLE 3.1 THE svM.PY PROGRAM

#Example 3.1 Python SVM Classifications
from sklearn import svm

X = [[170, 70, 10], [180, 80,12], [170, 65, 8],[160, 55, 7]]
#Height [cm] , Weight [kg], Shoesize [UK]
y = [0, 0, 1, 1] #Gender, 0: Male, 1: Female

clf = svm.SVC()

clf.fit (X, y)

#Predict

p = clf.predict ([[160, 60, 711)
print (p)

When you run the code, you will get the following output; [1] here means
it is a female:

[1]

EXERCISE 3.1

Modify the Python program from Example 3.1 to use six samples of X and y.

The Iris dataset is probably the most widely used example for classification
problems. Figure 3.2 shows photos of three different types of Iris flowers, Ver-
sicolor, Setosa, and Virginica, as well as the location of the sepal and petal.

Iris Versicolor and location of Sepal and Petal

Iris Setosa

(Source: https://upload.wikimedia.org/wikipedia/commons/7/70/Iris_
setosa_var. setosa %282594194341%29.3pg)

Iris Virginica

(Source:https://en.wikipedia.org/wiki/Iris_virginica#/media/

File:Iris virginica 2.3pg)


https://upload.wikimedia.org/wikipedia/commons/7/70/Iris_setosa_var._setosa_(2594194341).jpg
https://upload.wikimedia.org/wikipedia/commons/7/70/Iris_setosa_var._setosa_(2594194341).jpg
https://en.wikipedia.org/wiki/Iris_virginica#/media/File:Iris_virginica_2.jpg
https://en.wikipedia.org/wiki/Iris_virginica#/media/File:Iris_virginica_2.jpg
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Iris Versicolor and location of Sepal and Patal
(Modified from Source: https:// wikimedia, g v ris_versicolor_3.jpg)

Iris Setcsa

(Source:

https:/fupload wikimedia.crg fwikipedia/commons/? /70 Irs_setosa_var_setosa_%282594194341%29
-iegl

Iris Virginica

(Source: hitps:/fen.wikipedia.org fwiki/iris_virginicafmedia/Fie:Iris_virginica_2.jpg)

Figure 3.2: Example of three different types of Iris flowers, Versicolor (top), Setosa (middle), and
Virginica (bottom), as well as the location of the sepal and petal (Modified from Source:

https://commons.wikimedia.org/wiki/File:Iris versicolor 3. jpg)


https://commons.wikimedia.org/wiki/File:Iris_versicolor_3.jpg
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For more details, see the following interesting article about Iris flowers and
machine learning:

https://medium.com/analytics-vidhya/exploration-of-iris-dataset-

using-scikit-learn-part-1-8ac5604937f8

Example 3.2 shows an SVM classification example for using the Iris d