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Prologue
 

Japan clings to a reputation for high-speed trains, robots,

and futuristic cities, but that’s not quite the impression you

get walking past one of Japan’s many DVD stores or

watching someone at the office fiddling with the fax

machine.

The pace of technological change in Japan can be slow but

when it does occur, it tends to be premeditated and

meticulously choreographed. There are several examples in

Japan’s rich history, but nothing compares with the

country’s swift transition to an industrialized powerhouse.

You may have thought the fax machine was overstaying

its utility by several decades, but only 160 years ago, Japan

was governed by a feudal system left over from medieval

times. The drawing of the curtain on Japan’s feudal era and

the dismantling of the ruling samurai class in the 1860s was

highly organized and efficient. Over the space of a decade,

top-knot hairstyles, killing swords, and wages paid in units

of rice were phased out and replaced with the steel and

metal of a modern industrialized nation.

The transformation has intrigued me ever since I moved

to Japan, especially as we look ahead to the future of

artificial intelligence and knowledge work. The samurai

class, similar to accountants, lawyers, and other knowledge

workers today, were well-educated and respected members

of society. Trained in combat and schooled in calligraphy,

history, mathematics, and science, they enjoyed a secure

and elevated social standing in Japan’s social hierarchy.

For centuries, the samurai's main threat was rivalry with

neighboring clans, but the sudden arrival of steam-powered

ships from abroad eventually marked the advent of the Meiji

Restoration, a period of rapid industrialization and

westernization in Japan. Foreign powers, particularly the



United States and several European countries, forced Japan

to open its borders to international trade. This exposure to

both Western technology and ideas spurred a revolution in

Japan's economic, political, and social systems.

The samurai, previously the military and administrative

elite, found their social and economic status removed from

underneath them. The feudal system, which had provided

them a guaranteed income and elevated status in society,

was dismantled. A modern conscript army based on the

Western model also replaced the samurai as the nation's

defenders. Moreover, the rise of industry and commerce

created new wealth and opportunities, leading to the

emergence of a new class of rich merchants and

industrialists.

These changes didn't happen overnight, but the transition

was significant and swift in the grand scope of Japan's

history. The samurai, who had enjoyed a secure position at

the top of the social order for centuries, had to adapt to a

new environment that no longer valued their traditional

skills or recognized their social privileges.

Similar to the changes brought by modern machinery and

weaponry in the 19th Century, AI poses a threat to a large

and highly skilled segment of today’s workforce. Despite

increased globalization, knowledge workers have always

found reassurance in their local knowledge, language

abilities, and unique domestic expertise. However, the

unfolding revolution of AI-first practices is poised to

dramatically reshape the boundaries of work in ways that

are difficult to foresee.

With very few precedents that we can look to for

guidance, the experience of the samurai offers rare insights

and valuable lessons about resilience in the face of

technological change. Faced with social upheaval and

technological disruption, the samurai reacted in two ways.

The first approach involved rebellion and resistance, leading



to violent yet ultimately futile clashes with the Emperor’s

technologically advanced army.

The second and more productive course of action was to

embrace change and adapt to new technology. For the

samurai who took this path, education played a key part.

Exposure to foreign languages gave former samurai living in

the port city of Nagasaki a head-start in an economy open

to foreign trade and keen to learn from Western powers.

The Charter Oath issued by the Emperor in 1868 stated that

“knowledge shall be sought throughout the world” and

those with a tongue for foreign languages were among the

first to be dispatched overseas. Others stayed in Japan and

leveraged their classical education to become teachers,

bureaucrats, and artists in the new nation.

Re-education also played a vital role in navigating the

transition to a new economy. Although the samurai had

enjoyed privileged access to education (compared to

merchants, farmers, and the lowest class of Japanese

society), their pre-Meiji education was relegated to

foundational knowledge in an evolving economy. Their

classical education, though comprehensive for the time,

didn't fully prepare them for the significant shifts brought

about by rapid modernization and westernization. Beyond

literacy and basic arithmetic, many elements of samurai

training were undesirable or obsolete, especially in warfare

and philosophy. Battles would now be fought with modern

weaponry, and, like ancient Greek and Latin, knowledge of

the Chinese analects offered marginal utility in a modern

era where Western ideas on free markets, industrialization,

and capitalism ran supreme. In this way, the samurai

weren’t prepared to prosper in the new Japan based on

their education alone. Instead, they had to recalibrate and

adapt to new practices and employment pathways.

The parallels to today are striking, as professional writers,

lawyers, artists, and web developers find themselves



needing to acquire new skills such as text prompt writing in

response to the rise of generative AI technology. The speed

at which AI is seeping into all aspects of modern work—

from marketing to contract writing—underscores AI literacy

and understanding its key strengths and weaknesses as key

knowledge for the modern workforce. Just as the Meiji

Restoration in Japan introduced new job titles, there will be

new opportunities in what the authors of Human + Machine:

Reimagining Work in the Age of AI call the “missing middle”,

the nexus or fertile space where humans and machines

collaborate to exploit what each side does best. According

to the missing middle theory, the most effective and cost-

efficient path is to merge automated tools with the flexibility

of human workers to achieve optimum results. This is

similar to how chefs and waitstaff work alongside automatic

cashier machines inside Japanese restaurants today.

Virtually every sector has the potential to maximize

productivity and innovation by finding the right balance

between human creativity, judgment, and empathy, and

AI's speed, scalability, and quantitative capabilities. In the

ongoing era of AI and with new tools such as ChatGPT, we

aren’t just bystanders but active participants. As knowledge

workers, we can embrace AI as a partner in our daily tasks,

optimizing our abilities and complementing our existing

skills. As leaders, we can champion AI to foster a culture of

innovation, driving transformation and competitive

advantage inside our organizations.

These transformations won’t just impact individual tasks,

but entire workflows, industries, and even societies. As a

result, we need to recognize and address the challenges

that AI presents, including ethical considerations, job

displacement concerns, and the need for re-skilling. By

proactively confronting these issues, we can ensure that the

rise of AI benefits more people and not only a select few.



Admittedly, this is a narrow path to walk, and this book

does not hold the wisdom and solutions to a fair and

symbiotic future for humans and machines. Instead, I hope

to hold your hand through understanding the fundamentals

of artificial intelligence and prepare you for important

discussions and decisions regarding the use of AI in your

organization or daily life. This includes a series of practical

thought exercises dispersed over multiple chapters.

Lastly, please keep in mind that this book is aimed at non-

technical readers, including marketers, product managers,

entrepreneurs, and students, seeking to build or expand

their understanding of artificial intelligence. While the

following chapters provide a solid foundation of core AI

techniques, the book does not delve into highly technical

aspects or run through coding examples for building AI

programs. For a more in-depth exploration of algorithms

and coding prediction models using Python, you may like to

read my other titles Machine Learning for Absolute

Beginners or Machine Learning With Python. These books

offer a more technical and detailed treatment of machine

learning algorithms and will help to complement your

understanding of AI gained from reading this book.
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Introduction
 

Machine intelligence represents a significant milestone in

human innovation and after decades of research and two AI

winters, artificial intelligence now dominates mainstream

attention and is promising revolutionary changes in the way

we work, create, and live our lives.

While the inception of AI as a field of study can be traced

back to the 1950s, it's only in recent years that this

technology has formed a significant component in our daily

lives. Today, it manifests in various forms, from digital

assistants like Siri and Alexa to recommendation engines on

TikTok, Netflix, and Amazon, as well as new content

generation tools like ChatGPT and DALL-E.

Despite its growing ubiquity, AI is often misunderstood

and confused with data science, which is an intersecting

field based on extracting insight from data and with its own

set of use cases. As a comparison, a company might use

the principles of data science to uncover new insights by

analyzing customer interactions and website support

tickets. This process involves aggregating and examining

the data to identify common customer issues, peak times

for customer support queries, or correlations between

support ticket volume and specific product features. Using a

data science methodology, the overall goal is to be as

precise as possible at identifying patterns and trends that

might help to inform the company’s decision-making.



Artificial intelligence, on the other hand, performs a

different role that relies less on detective work and more on

general intelligence. AI, for example, can be used by a

company to power customer service chatbots on their

website that mimic human interactions, answer simple

customer questions, and refer more complex queries to

human representatives. By applying artificial intelligence,

the company’s overall goal is to automate key parts of the

customer journey, enhance efficiency, and enable 24/7

customer service support without relying solely on human

capital.

As highlighted in these two examples, data science

focuses on extracting insights and knowledge from raw

data, whereas artificial intelligence aims to simulate and

embed human intelligence into machines. However, in many

cases, AI systems will leverage insight derived from data

science to enable machines to learn and make intelligent

decisions. It’s important, therefore, to acknowledge the

overlap between data science and AI, while also

understanding that AI and data science remain two different

approaches to solving complex problems.

Beyond data science, AI encompasses a variety of

subfields and techniques including machine learning, deep

learning, generative AI, natural language processing,

cybernetics, and computer vision. Regardless of the

methods used, artificial intelligence, at its core, returns to

the overarching mission of creating systems capable of

performing tasks that would normally require human

intelligence. Such tasks include understanding human

language, recognizing patterns, learning from experience,

making informed decisions, and even displaying emotional

intelligence.

Learning from experience and making informed decisions

falls into the subfield of machine learning, which entails the

use of statistical methods to create prediction models that



improve their performance on a specific task through

experience and exposure to data. An example of this can be

seen in email spam filters, which learn to distinguish spam

from regular emails more accurately over time.

Pattern recognition, meanwhile, forms the basis of many

AI applications, from biometric identification systems that

recognize fingerprints or retina patterns to recommendation

systems that analyze our online shopping patterns to

suggest products we are likely to buy.

Emotional intelligence in AI, while still in its nascent

stage, aims to enable machines to recognize and respond to

human emotions. It has potential applications in many

areas such as mental health and customer service, where

it’s possible for AI to assist in providing assistance,

empathy, and emotional support to humans.

Understanding these different use cases and the breadth

of AI helps underline the fact that AI isn’t one monolithic

technology or technique but rather a collection of

technologies and approaches that strive to emulate human

intelligence. Acknowledging this diversity is crucial for

appreciating the full spectrum of AI technology and

recognizing the multitude of possible use cases.

The next essential insight for those keen on

understanding AI further is the realization that AI is still

only in its first stage of potential evolution. This first stage

is known as narrow AI or weak AI, which describes systems

designed to perform a narrow task, such as voice

recognition or recommending relevant products. These

systems excel at the specific tasks they were designed to

undertake but lack the understanding or consciousness to

freely apply their capabilities to other use cases.

At the same time, we are edging closer to the next stage

of AI development, known as artificial general intelligence

(AGI) or strong AI. AGI refers to a version of AI that

possesses the ability to understand, learn, adapt, and



implement its knowledge across a broad range of tasks at a

comparable or superior level to that of a human being. To

help grasp the concept of general AI, it’s useful to think of

science fiction portrayals where AI entities, like Data from

Star Trek or Ava from the movie Ex Machina, mingle with

humans and exhibit cognitive abilities that are

indistinguishable from ours. These AI entities are often

shown to possess self-awareness, emotions, creativity, and

the ability to understand and exhibit human-like behaviors,

which are all hallmarks of general AI.

However, as with any powerful new technology, AGI raises

a selection of ethical and privacy issues that must be

navigated with care, as we will discuss in later chapters. We

will also look further at the three stages of AI development

and explore the potential ramifications of the final stage

known as superintelligent AI. Beyond that, we will explore

the major subfields of AI including machine learning, deep

learning, natural language processing, generative AI,

recommender systems, and computer vision. The final

chapter will lay down a series of tips and insights for

adopting AI in your job or organization.

For now, understand that your journey into AI has many

potential paths and the field will continue to evolve as we

edge closer to the next stage of machine intelligence.
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A Brief History

 

From its humble beginnings as a scientific curiosity to the

powerful technology we now know today, AI has survived

several seasons of scarcity and abundance, doubt and

optimism, and fluctuating levels of government support

before embarking on a path toward exponential growth. To

understand where we stand currently and the future

trajectory of AI, we first need to look back at the

fragmented chronology of its evolution and decades-long

development.

While the roots of artificial intelligence can be linked

loosely to the period of classical philosophers who

attempted to describe human thinking as a symbolic system

(which was the original focus of AI research), the modern

field of study and the terminology both emerged in the

middle of the 20th Century. In 1956, the term artificial

intelligence was introduced and formally established as a

special field of research at a summer workshop held at

Dartmouth College.

The idea of designing intelligent machines had fascinated

scientists, mathematicians, and technology researchers in

the years before the conference, including prominent British

mathematician and logician Alan Turing. Considered the

father of modern computing, Turing made significant

contributions to computation and machine intelligence

during the 1940s and 1950s. This included the Turing Test,



which was designed to assess a machine's ability to exhibit

intelligent behavior indistinguishable from that of a human.

According to the Turing Test, a machine can be considered

intelligent if it can engage in a task without being detected

as a machine, such as holding a conversation with a human.

Inspired by Turing and other research developments, the

Dartmouth Conference was held at Dartmouth College in

Hanover, New Hampshire, in the summer of 1956. The

conference was organized by John McCarthy, Marvin Minsky,

Nathaniel Rochester, and Claude Shannon, four leading

figures in the fields of mathematics, cognitive science, and

computer engineering. Their proposal for the conference

expressed an optimistic view regarding the trajectory of AI-

related technology and outlined a research project that

would explore the possibilities of machines imitating human

intelligence. Invitations were sent to researchers known to

be active and interested in the field of machine-based

intelligence. The final list of participants included the four

organizing members as well as notable figures such as Allen

Newell and Herbert A. Simon, who all made significant

contributions to AI’s development.

Lacking the on-stage theatrics, sponsored booths, and

free swag common at most events today, the attendees

were shown their rooms and quickly put to work. Mirroring

an eight-week-long hackathon, the conference’s attendees

spent their days attempting to build computer programs

capable of imitating human intelligence. This included

working on problems still considered core to the field of AI

today, such as natural language processing, problem-

solving, learning and adaptation, and perception.

However, perhaps the most significant outcome of the

conference was the agreement on terminology and the

establishment of AI as its own distinct field of study.

Steered by John McCarthy, the term artificial intelligence

replaced previous and now forgotten descriptors such as



automata studies and complex information processing. This

had the effect of focusing attention on the simulation and

impersonation of human intelligence.

Moreover, the conference nurtured a community of

researchers who helped to establish AI as a legitimate field

of study and who would individually go on to become

leaders in AI research. Equally important, the conference

played a crucial role in securing financial backing for AI

research, which was aided by the conference's optimistic

outlook and the Cold War's emphasis on automation and

computational technologies. This resulted in significant

funding from government organizations and laid the

groundwork for the rapid expansion of AI research.

The initial years following the Dartmouth Conference

formed the first golden era of AI research and projected

expansive optimism regarding the future of AI. Caught up in

the excitement, researchers made ambitious forecasts,

predicting machines would be capable of achieving complex

human tasks in a matter of years.

Funding was abundant during this time and AI research

centers sprung up at prestigious universities across the

United States including Stanford University, MIT, and

Carnegie Mellon. The crux of AI research centered on rule-

based systems as researchers attempted to encode human

knowledge and intelligence into machines as a set of logical

rules, which later gave birth to the development of expert

systems in the 1970s and early 1980s.

By design, expert systems operate under a collection of

predefined rules that generate a recommendation such as a

medical diagnosis through a sequence of decisions.

Commonly structured as “if-then” statements, fixed rules

are set such as “if the patient has a fever above 38°C, then

they may have an infection” and “if the patient has a rash

and has been exposed to poison ivy, then they may have

contact dermatitis”. By stacking a series of if-then



statements, an expert system can be designed to analyze a

patient’s medical history and symptoms in order to provide

a potential diagnosis or propose additional tests and

treatments.

While these systems are capable of performing well at

narrow and well-defined tasks, they are largely flawed as an

effective long-term solution. Firstly, they rely on the

expertise and manual input of human professionals to

contribute knowledge to the system. Translating this

knowledge into a structured format of rules demands

significant time and effort, which means that expert

systems lack the ability to learn autonomously. Moreover, as

knowledge and expertise evolve over time, these systems

depend on regular updates in order to remain current and

accurate. The net result is a system that is expensive and

resource-intensive to build and maintain. What’s more,

failure to keep the system up to date carries the risk of an

outdated or incorrect diagnosis or recommendation.

The next problem is the domain specificity of these

systems. Their design and rule base are tailored to solving

specific problems, making it difficult to transfer these

systems across tasks. Deploying expert systems in different

contexts requires substantial modifications or, in most

cases, the development of entirely new systems. Even when

deployed within a specific context, the contextual

understanding of expert systems is severely limited.

Operating within the constraints of predefined rules, expert

systems struggle to grasp the broader context or interpret

information that is outside their explicit rule library. This

lack of adaptability and flexibility poses real challenges,

especially when facing complex, ambiguous, or special

scenarios that require nuanced judgment.

Over time, these challenges became increasingly

apparent, along with the obvious failure of artificial

intelligence to deliver on the ambitious promises made by



AI researchers. By the mid-1970s, many of the expected

breakthroughs turned out to be more difficult than originally

anticipated. Rule-based systems, which had been the

primary approach to AI research up to this point, were

proving expensive and time-consuming to run, and failing to

replicate the nuanced and complex nature of human

intelligence.

This lack of progress resulted in growing skepticism,

which then spread to policymakers and led to significant

funding cuts. In the United States, the government,

especially the Defense Advanced Research Projects Agency

(DARPA), reduced and eventually cut most of its AI research

funding. In the United Kingdom, the infamous Lighthill

Report, published in 1973, critically assessed the lack of

progress made by AI research, which resulted in cuts in

government support for AI research at many British

institutions.

Broad funding cuts prompted the beginning of the end for

numerous AI projects and interest in the field dwindled

across the broader AI research community. This period of

deflated funding and interest, starting from the mid-1970s

and extending into the early 1980s, became known as “AI

winter”. Used to describe a period of disillusionment and

fall-off in AI funding, the term is a takeoff on the idea of a

“nuclear winter”, a dark period marred by coldness and

barrenness.

Despite the challenging circumstances, a dedicated group

of AI researchers persisted and continued their work

throughout this period, with their efforts eventually leading

to a resurgence in interest over the subsequent decade. The

evolution of machine learning in the 1980s marked a pivotal

transformation in the landscape of AI research. Instead of

attempting to encode knowledge as a set of predefined

rules, machine learning proposed the notion that computers

could learn from data, identify patterns, and make decisions



with minimal human involvement. While the theoretical

foundations of machine learning had been established in

earlier decades, research funding and general interest had,

until this point, been channeled into expert systems.

This shift breathed new life into the AI research

community. The pivot, however, was not instant but rather a

gradual process driven by a series of breakthroughs and

milestones. One of the critical milestones during this period

was the application of an algorithm technique called

backpropagation. Short for “backward propagation of

errors”, backpropagation significantly improves the

efficiency of multi-layer neural networks. It enables the

model to adjust its internal parameters in response to the

difference between its actual output and the desired output,

thereby improving the model's accuracy through a series of

iterations. While multi-layer neural networks and the

concept of backpropagation existed prior to the 1980s, their

applicability was limited due to computational constraints.

The increasing power of computers in the 1980s made it

feasible to train larger neural networks, opening up new

possibilities for the application of machine learning.

The increasing availability of digital data during this period

also benefited machine learning. As computers became

more prevalent in business, academia, and government,

large volumes of data began to accumulate. With large

datasets needed to learn patterns effectively, demand for

machine learning began to build. This combination of

computational power, algorithmic innovation, and data

availability set the stage for the application of machine

learning across a broad range of research projects, from

speech recognition and computer vision to medical

diagnosis. By the end of the 1980s, machine learning had

firmly established itself as the leading approach in AI

research, but this return to optimism would again prove

harmful. Just as volcanic lava can shoot high into the air



before it starts to fall or an athlete’s career can reach its

peak before it starts to decline, there’s inevitably a peak in

AI development where doom presents itself as a triumph in

disguise.

Repeating patterns of the past, the next downturn was

caused by a variety of factors, spanning inflated

expectations, technical challenges, and economic pressures.

Despite various technological advancements, machine

learning models were still costly and slow to run. What’s

more, the hype surrounding AI again led to inflated

expectations that the present technology failed to live up to.

When these expectations weren't met, both investors and

the public pulled back their support, leading to a decrease

in funding and interest, similar to the outbreak of the first

AI winter.

The economic conditions of the time played a role too.

The conclusion of the Cold War in 1991 prompted large cuts

in defense spending, which impacted funding for AI

research, and a recession in the early 1990s tightened

budgets both in industry and academia, further reducing

resources available for AI research. Still, research into AI

and machine learning persisted throughout this period,

albeit at a slower pace than the years prior. The experience

of a second AI winter led researchers to adopt a more

measured approach to their work, with a focus on specific

and solvable problems as well as making more realistic

claims about AI’s capabilities.

As the 1990s rolled on, the rise of the Internet helped set

the stage for the next wave of development as vast

amounts of digital data became available. Interest and

funding in AI started to rebound by the late 1990s and early

2000s, thanks in part to some technical advances and the

growing importance of digital data. The success of AI

systems across a variety of tasks, ranging from chess

competitions to speech recognition, helped improve AI’s



brand image and rebuild confidence in the field. This

included IBM Deep Blue’s win over Garry Kasparov to

become the first AI system to defeat a reigning world chess

champion.

By the turn of the millennium, AI was on a path of steady

growth and development. The emergence of new algorithms

in the early 2000s for solving classification problems and a

series of practical demonstrations helped to reinforce AI’s

credibility and illustrate the real-world applicability of AI

systems. This included a defining moment in the field of AI

robotics after Stanford's autonomous car, Stanley, won the

2005 DARPA Grand Challenge by driving 131 miles across

the desert without direct human intervention.

However, the real revolution was still brewing and one

that would push the boundaries of AI capabilities closer to

reality. The late 2000s, more than anything else, marked a

leap forward in deep learning, a subfield of machine

learning and another example of AI theory well ahead of its

time. The concepts and principles of deep learning have

their roots in the 1980s but remained unrealized for several

decades. Once again, this wasn't necessarily a shortcoming

of the theory but rather a limitation of the technology

available.

Deep learning, named so for its use of “deep” networks

with many layers of decision-making, describes a unique

way of learning from complex data. In deep learning,

multiple layers of decision-making are used to calculate a

progressively more abstract representation than the

previous one. However, even with well-defined structures

and algorithms, such as backpropagation for error

correction, the computational demands for training these

complex networks remained outside what was technically

possible.

Geoffrey Hinton, often referred to as the godfather of

deep learning, became a key figure in the development of



deep learning during the mid-2000s. He advocated the idea

that simple learning algorithms, when fed a sufficient

amount of data and computed with sufficient processing

power, could surpass traditional hand-coded software.

Hilton’s big breakthrough came in 2006 when he introduced

a more efficient way to train deep neural networks—a

concept that paved the way for practical applications of

deep learning.

Hilton’s breakthroughs were followed by two distinct but

equally vital developments: the ongoing surge of big data

and the advent of powerful graphics processing units

(known as GPUs). In regard to the former, the ongoing

penetration and acceleration of the Internet and the digital

age brought with it an unprecedented supply of data.

Smartphones, social media, e-commerce, and various other

digital channels contributed to a vast and ever-growing

reservoir of data. Deep learning models, which learn by

adjusting their parameters to minimize prediction errors,

perform more effectively when exposed to large amounts of

data. The big data era, therefore, provided the perfect

environment for these data-hungry models.

However, vast data alone could not solve the

computational bottleneck. Training deep learning models

involves complex calculations and adjustments across

millions, if not billions, of different parameters. This is

where GPUs, originally designed for video games and

computer graphics, caught the eye of AI researchers. In

contrast to traditional central processing units (CPUs) that

undertake calculations one after the other, graphics

processing units are engineered to perform multiple

computations concurrently, which enables a more

sophisticated and immersive graphics experience.

Investment in GPU technology exploded and by 2005,

mass production strategies drove the costs of these chips

down substantially. This price reduction, paired with their



unique processing capabilities, expanded the potential

applications for GPUs beyond the realm of graphics

rendering, paving the way for their use in other fields

including deep learning and, later, Bitcoin mining.

In the case of deep learning, the advantage of GPUs lies

in their ability for parallel processing. This capability aligns

with the demands of deep learning computations, which are

predominantly matrix and vector operations. The capacity of

GPUs to handle these calculations concurrently, rather than

sequentially, attracted the interest of researchers including

Andrew Ng1. As a professor at Stanford University, Ng's

experiments with GPUs led to significant reductions in

training times for deep learning models, making it feasible

to build more complex neural networks. This development

signaled a paradigm shift, with deep learning models

outperforming traditional AI approaches across numerous

tasks including image and speech recognition as well as

natural language processing. The advancements in deep

learning led by Ng and other researchers including Geoffrey

Hinton in the area of backpropagation pushed the

boundaries of what was thought possible, with their findings

facilitating new breakthroughs and startups including

DeepMind and OpenAI.

Acquired by Google in 2014, DeepMind is best known for

developing AlphaGo, a deep learning program that defeated

the world champion in the game of Go 2016. Due to the

complexity and intuitive nature of the game, the feat was

considered a major milestone in AI, and the publicity

generated from the five-match series fueled a flood of

interest in deep learning among students and startups. The

company has since ventured into using AI to tackle societal

challenges, such as the protein folding problem in biology

and forecasting energy production for wind farms.

OpenAI, meanwhile, has made headlines with the release

of generative AI products including DALL-E and ChatGPT



that are capable of generating unique art and performing

knowledge-based tasks such as translation, question

answering, and summarizing text. These recent

advancements introduced by OpenAI are set to form an

integral part of many sectors and industries, driving

innovations in areas such as education, marketing,

entertainment, web development, and visual design.

As we delve deeper in the following chapters, we will look

closer at how generative AI and other examples of AI work,

as well as their common applications and the potential AI

holds for the future.

 

Key Takeaways

1) The history of AI has experienced a recurring pattern of

inflated expectations and hibernation periods known as AI

winters, characterized by periods of decreased funding and

interest. These different cycles highlight the importance of

maintaining realistic expectations and a measured approach

to AI's capabilities.

2) The resilience of AI, seen throughout its history, can be

partly attributed to the Lindy effect, which suggests that the

longer an idea or technology survives, the longer its future

life expectancy becomes. AI's ability to overcome periods of

skepticism, funding cuts, and technological limitations

underlines its resilience and reinforces the notion that the

longer AI continues to advance, the more likely it is here to

stay.

3) The advent of powerful graphics processing units

played a crucial role in the modern era of AI by enabling the

parallel processing required for complex computations. This

ability significantly reduces the time to train a model and

has facilitated the development of deep learning, pushing

the boundaries of what AI can achieve.

 



Thought Exercise

1) What percentage of the current AI cycle do you think is

hype or exaggerated? What aspects of AI aren’t hype and

how can you focus on these opportunities? 
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AI Building Blocks

 

Just as physical laws govern the mechanics of the

universe, the field of artificial intelligence is controlled and

regulated by algorithms. They underpin the advanced

capabilities we see today, from the more simple act of

recommending a song based on a user’s listening history, to

the complex task of driving an autonomous vehicle.

By definition, algorithms are sets of specific instructions

designed to perform a task or solve a problem. They are the

essential building blocks and the recipe for every good AI

system. But unlike recipes written in human language,

these algorithms are written in code and read by machines.

While explaining the code and mathematical intricacies of

popular algorithms is beyond the scope of this book, the

following chapter provides a high-level overview of different

algorithm categories, including classification, regression,

sorting, and clustering techniques, as well as transparent

and black box algorithms.

First, let's examine the shared characteristics of

algorithms within the context of artificial intelligence.

Fundamentally, algorithms function by processing data

inputs to yield an output. Input data can include text,

images, audio, video, sensor data, or any other form of

unprocessed information. For a recommendation engine, the

output might be a series of suggested products, and for a



facial recognition system, the output might be an

identification or face match.

AI algorithms typically have the capacity to learn and

improve over time. As more data is processed, the

algorithm fine-tunes its understanding, often improving the

quality of its outputs. This feedback typically comes in the

form of a loss function, a measure of how well the algorithm

is performing its task. The loss function quantifies the

difference between the algorithm's actual output and the

expected output. Lower values of the loss function imply

better performance.

When the loss function indicates that the output is failing

to achieve what was expected, the algorithm undergoes an

optimization process. This process involves adjusting the

internal parameters of the algorithm to better align its

outputs with the expected result. In essence, this is the

algorithm's way of learning from its past mistakes.

Parameters, meanwhile, are the internal settings that the

algorithm adjusts during the optimization process. The

exact nature and number of these parameters depend on

the specific algorithm being used. An example of an

algorithm with very few parameters is the k-nearest

neighbors (k-NN) algorithm. In k-NN, the number of

parameters is determined by the value of k, which

represents the number of nearest neighbors used for

classification or regression. Conversely, an artificial neural

network may consist of thousands of different parameters.

 

Classification vs. Regression

It's essential to understand that there's no one-size-fits-

all algorithm when it comes to AI. Different algorithms cater

to different tasks and different types of data. The choice of

algorithm depends on the specific problem you are

attempting to solve.



To illustrate, classification algorithms are designed to

assign the input data to a certain category or class based on

its features, such as identifying whether an email is spam

and whether a tumor is malignant or benign. The task of

classifying instances is conducted by analyzing the

characteristics or composition of existing examples and then

creating a prediction model that captures relationships

between the features and the class labels in order to predict

the class of instances yet to be classified. This could involve

diagnosing whether a patient is carrying a specific disease,

such as diabetes, based on different health indicators. In

this scenario, the output or class label is binary: “diabetes”

or “no diabetes”. The explanatory features include a range

of health measurements such as patients’ blood pressure,

body mass index (BMI), age, cholesterol levels, and so on.

These measurements are collected from a large number of

patients, some of whom have been diagnosed with diabetes

and some who have not. This data is then used to train a

classification model.

 

Table 1: Sample data for classification of patients with diabetes

 

The training process involves feeding the features and the

corresponding class labels (“diabetes” and “no diabetes”) of

each patient into the algorithm. The algorithm will analyze

these features and establish a relationship between them

and the corresponding class labels to create a trained model

that captures these relationships. The trained model can

then be used to predict the likelihood of a patient having

diabetes based on the input of their health measurements.



When a new patient's data is fed into the model, the

model can classify them as having “diabetes” or “no

diabetes” based on the relationships it learned from the

training data. For instance, the model may have learned

that patients over the age of 50 with a high BMI and high

blood pressure are statistically more likely to have diabetes.

Thus, if a new patient matches that criteria, the model will

classify the patient in the “diabetes” category. However, it's

important to remember that the model is actually making

an estimate based on the data it was trained on, and while

this can be highly accurate, certain errors are unavoidable,

especially if the model doesn’t account for fringe cases.

Regression algorithms, on the other hand, are used to

predict continuous values (in numerical terms, i.e. 5, 4, 5.4,

etc.), such as evaluating the value of a house or predicting

a patient's life expectancy. In the case of the second

example, the explanatory variables can include a range of

the same health measurements used in the previous

example, such as blood pressure, body mass index (BMI),

age, and cholesterol levels. The difference is that the target

outcome is no longer binary (“diabetes” and “no diabetes”)

but a continuous value: the patient's life expectancy

measured in years. The dataset again comprises numerous

examples of patients, each characterized by their feature

values in terms of health measurements but instead, there

is a new column with a life expectancy value expressed in

numbers.

 

Table 2: Sample data for regression of patient’s life expectancy

 



A regression algorithm, such as linear regression, can

then be trained on the dataset to create a model. The

training process involves feeding the features and

corresponding life expectancy values of each patient into

the algorithm. The algorithm will then analyze those

features and establish a relationship between the

explanatory variables and life expectancy, which is the

target variable for this model.

Once the training phase is complete, the algorithm will

have learned and designed a model that can predict the life

expectancy of a patient. When a new patient's data is

entered into the model, the model estimates their life

expectancy based on their specific health measurements.

For instance, the model might have learned that patients

who are younger, with a lower BMI, and who have

controlled blood pressure tend to enjoy a higher life

expectancy. Therefore, if a new patient's data fits these

criteria, the model will estimate a higher life expectancy for

that patient. However, similar to the classification model

example, the model’s prediction constitutes an estimation

based on a generalization of the data the model was trained

on and is not guaranteed to be 100% correct and the model

may need to be retrained over time.

In summary, classification and regression algorithms are

designed to handle different types of problems.

Classification is used when the target variable is a category

or a class, such as “spam” or “not spam” in the case of

email filtering. Regression is used when the target variable

is a real or continuous value, like house prices measured in

dollars or life expectancy measured in years.

For a deeper exploration of specific classification and

regression algorithms, I have documented these techniques

in a separate book, Machine Learning for Absolute

Beginners: Third Edition, which walks through the process

of designing basic prediction models.



 

Sorting & Clustering

In addition to classification and regression, there are also

sorting and clustering algorithms.

Sorting algorithms arrange a collection of items or data

points in a specific order, making it easier to analyze.

Sorting can be performed on various types of data,

including numbers, dates, and strings. For example,

consider a list of numbers: [11, 23, 1, 5, 2]. By applying a

sorting algorithm, such as merge sort, the list can be

rearranged in ascending order: [1, 2, 5, 11, 23].

Clustering, on the other hand, involves grouping similar

data points together based on shared characteristics or

similarities. The objective is to identify patterns, structures,

or relationships within the data without any predefined

labels or categories. Spam email, for example, isn’t usually

labeled by the sender as “spam”, but by grouping emails

together based on the subject line, contents, and external

links, it’s possible to group most of the spam email

messages into a cluster based on similar patterns—all

without any labels directly categorizing these emails as

“spam”.

Another common example of clustering is finding

customers who share similar purchasing patterns. By

identifying a cluster of customers who share purchasing

preferences, such as time of purchase and seasonal factors,

brands can identify distinct customer segments for targeted

marketing campaigns.

 

Algorithm Transparency

In addition to matching the model with the type of

problem you are attempting to solve, you also need to

consider the model’s interpretability. To elaborate, some

algorithms are relatively easy to understand but might not



always be the most accurate. Other algorithms can be

highly accurate but are often described as black boxes

because their internal decision-making process is difficult to

interpret.

Transparent or highly interpretable algorithms are those

where the steps taken to produce an output are easy to

follow and clear to interpret. Decision trees and linear

regression are two examples of algorithms where the

relationship between the input(s) and the output is clear

and easy to follow. The logic behind these algorithms can be

examined step by step, allowing you to understand

correlations and the specific variables that led to the final

output. In general, transparent algorithms are useful in

contexts where understanding the reasoning behind

decisions is crucial, such as a credit loan decision or house

valuation.

 

Figure 1: Decision tree

 

Black box algorithms, on the other hand, are those where

the pathway from input to output cannot be easily traced or

explained. Examples of black box algorithms are multi-

layered neural networks. These models involve layers and

layers of interconnected neurons that process input data,

transforming it multiple times to reach an output. Due to



the large number of transformations and the non-linear

nature of these transformations, it's extremely difficult to

understand how a neural network makes its decision. This

lack of transparency can become problematic in contexts

where accountability and explainability are needed or

favored.

 

Figure 2: Basic 4-layer feed-forward neural network

 

Balancing the need for highly effective AI systems and the

need for transparency and accountability is a key issue in AI

research and ethics. The development of techniques to

improve the interpretability of black box models, a field

known as explainable AI, is an active area of study seeking

to address this issue. Explainable AI refers to the ability of

an AI system to provide understandable explanations or

justifications for its decisions and actions. In medical

diagnosis, for example, explainable AI can help to provide

doctors with clear explanations of how a system arrived at a

diagnosis or treatment recommendation. This helps doctors

validate the AI's suggestions and gain insights into the

underlying factors considered by the model.

 



Datasets

Creating effective AI systems is not just about selecting

and implementing the right algorithm. The design process

also requires a deep understanding of the dataset the

algorithm will consume and analyze.

Just as a car needs petrol or electricity to move, AI

algorithms need data to learn. However, the relationship

between AI and data goes beyond necessity. Understanding

the nuances of data—its collection, interpretation, and

limitations—is paramount to not only the effectiveness of AI

systems but also fairness and transparency. Poor quality or

biased data can lead to poor or biased results, a common

challenge in AI called “garbage in, garbage out”.

As organized stores of data, datasets provide the fuel for

algorithms to operate. In the case of supervised learning

(explored further in Chapter 5), a dataset is split into

training and test portions with a 70:30 or 60:40 split. The

training data is used to create the model, while the test

data is used to evaluate the model's performance.

The quality and size of the dataset significantly impact the

accuracy and reliability of the AI model. The better the

dataset, the better the model's ability to learn and

generalize to new inputs. Yet, datasets are not as

straightforward as they might seem. Datasets can present

numerous challenges that, if not properly managed, can

lead to poor or erroneous predictions. A dataset that lacks

diversity or that is not representative of the problem at

hand can lead to models that are biased or that perform

poorly when faced with real-world data.

One problem is the curse of dimensionality. Coined by

Richard Bellman in the late 1950s, the term refers to

various challenges that arise when analyzing datasets with

hundreds or thousands of variables—a phenomenon that

only occurs in high-dimensional datasets (with a large

number of variables). According to this theory, to obtain a



statistically sound and reliable result, the amount of data

needed to support the result often grows exponentially with

the dimensionality or number of variables analyzed.

However, having too many variables also injects noise that

makes it harder to identify patterns and build an accurate

model. What’s more, given the sheer volume of variables

thrown at the model, it’s possible for one or more variables

to correlate with the target output due to coincidence rather

than pure causation.

As anyone working in this industry will tell you, correlation

does not imply causation. Just because two variables move

together does not mean that one causes the other to move

and the website Spurious Correlations

(www.tylervigen.com/spurious-correlations) presents

numerous examples of variables that are strongly correlated

but clearly have no causal relationship. For instance, one

chart on the site visualizes a strong correlation between the

divorce rate in the state of Maine and the yearly per capita

consumption of margarine in the United States. As amusing

as it is to think about why this might be true, there is no

reason to believe that these two trends have any effect on

each other. The correlation is most likely a coincidence.

Next, the costs associated with processing large amounts

of data must be taken into consideration. While having

more data often improves the predictive ability of machine

learning models, it amplifies computational requirements

and increases model complexity. Conversely, too little data

can result in models that are inadequately trained and

perform poorly on new data.

Another crucial aspect is the cleanliness and integrity of

the dataset. Inaccurate or missing data can significantly

impair the model's performance, leading to incorrect

predictions. Hence, a substantial part of building a model

involves preprocessing and cleaning data to ensure its

quality and consistency. This step involves filling in missing



data, removing duplicates, correcting inconsistencies,

converting non-numerical variables to numeric variables,

and normalizing variables to maintain a consistent scale

(i.e., all variables measured in “minutes” and not in multiple

different units of time). It's a demanding task, but the value

it brings to the model and its outputs cannot be overstated.

To demonstrate the range of data quality considerations,

let's examine an example from an e-commerce company

developing a machine learning model for its new marketing

campaign. The aim of the model is to predict customer

responses based on various variables such as past

purchases, customer information, and website browsing

behavior.

First, the accuracy of the data is paramount. If the past

purchase history of a customer is recorded inaccurately, the

predictive model might target the wrong customers and

waste resources on customers who are less likely to

purchase.

Completeness is the next essential aspect of data quality.

If data concerning customer responses to past campaigns or

seasonal events are missing, the model may not have

sufficient information to make accurate predictions. This is

akin to trying to complete a puzzle without all the pieces

available.

Consistency in data is also crucial. Picture a scenario

where the age of the customer is recorded in years in one

part of the system and in months in another. Such

inconsistency could lead to confusion and result in errors in

the model.

The reliability of the data collected is yet another vital

component of data quality. If the browsing data is collected

inaccurately due to a bug in the tracking code or acquired

from an unreliable third party, the model might skew its

predictions. A customer might be misclassified as not being

interested in certain products when they actually are,



leading to inappropriate targeting and a missed sales

opportunity.

Timeliness, the next metric, ensures that the model is

based on the current reality. If the most recent purchase

data is not updated in real time, the model could base its

predictions on outdated information. For instance, a

customer who recently made several baby product

purchases might be incorrectly classified as unlikely to

respond to a new baby product recommendation if their

latest transactions aren't included in the data. Conversely,

marketing to a customer who made baby product purchases

five years ago may no longer be a reliable candidate for

purchasing that line of products.

Relevance of the data to the task at hand is essential to

avoid confusion and the waste of computational resources.

For example, including data such as the customer's phone

carrier or the color of the last item purchased (if color isn't

relevant to the campaign), introduces noise into the model

and distracts the model from more relevant variables.

Lastly, granularity refers to the level of detail in the data.

While highly detailed data might seem advantageous, it can

also introduce noise into the model, leading to a problem

known as overfitting where the model over-emphasizes

randomness or insignificant patterns in the data. For

instance, if website browsing data is recorded for every

single page view, it might add unnecessary complexity

without providing significant value. Conversely, if data is

aggregated or too coarse (having a low level of detail),

critical details about customer behavior might be overlooked

and wasted.

To summarize, data is a critical asset for creating AI

systems, providing the necessary information for these

systems to learn, improve, and generate accurate

predictions or insights. Each piece of data is like a brick

used to construct a building. If the bricks are weak or



flawed, the resulting building might be unstable. Similarly, if

data is inaccurate, incomplete, or unreliable, the resulting

AI system could produce misleading results, leading to poor

decisions and potential risks. As such, a thorough

understanding of data and its various aspects is

indispensable when working with AI. This includes not only

the ability to analyze data and check for spurious

relationships but also to clean and preprocess the input

data.

 

Table 3: Data quality considerations and examples

 

AI Hardware & Software

In this next section, we'll explore the vital role that

hardware and software play in facilitating artificial

intelligence.

Let's start with the hardware. High-performance hardware

is a cornerstone of AI, particularly in the realm of machine

learning and deep learning, where vast quantities of data

are the norm. From the central processing units that serve

as the brains of the computer to the graphics processing

units that accelerate computations, the role of hardware is

to provide the raw power needed to process and run

complex algorithms on the data.

 



CPUs vs. GPUs

During the early stages of AI development, computations

were executed using CPUs, which are known for being

versatile and capable of executing a variety of tasks. In

practice, CPUs are used for performing sequential

processing, where each instruction is executed one after

another.

While CPUs are efficient for general computing tasks,

advanced AI and particularly deep learning require the

processing of complex mathematical operations on very

large datasets, which necessitates parallel rather than

sequential processing. Although originally designed to

handle the rendering of pixel-rich images in computer

games and gaming consoles such as the PlayStation 2 and

Xbox, GPUs are specifically designed for parallel processing,

which refers to the ability to perform multiple calculations at

the same time. This makes them well-suited for tasks that

require a lot of computing power, such as graphics

processing and machine learning. This also explains why the

use of GPUs in AI has become so widespread and why the

production and price of GPUs are carefully monitored by

companies and governments.

In general, GPUs are more expensive than CPUs to

produce. The specific pricing of GPUs is influenced by

multiple factors including production costs, demand,

technological advancements, and geopolitics. Over time, as

with many technologies, we have witnessed a general trend

of price deflation in the cost per unit of computing power.

This doesn't mean that the price of a GPU has decreased,

but rather, that the cost for a certain level of performance

(measured in floating point operations per second) has

generally gone down over time. This is due to

improvements in manufacturing, increased efficiency, and

technological upgrades.



Nonetheless, it's important to note that the price of chips

can be vulnerable to short-term fluctuations. During periods

of increased interest in cryptocurrencies, the demand for

chips can spike, leading to increased costs. Similarly,

disruptions in the supply chain, such as those caused by the

global pandemic or international trade disputes, can impact

the availability and cost of computing resources.

As a byproduct of semiconductors2, chips are becoming

increasingly subject to trade war sanctions. In September

2022, the U.S. Department of Commerce added seven

Chinese supercomputing entities to the Entity List, which

restricts the export of certain goods and technologies to

those entities. While aimed at preventing China from using

chips for military purposes, the ban has far-reaching

implications for the AI industry.

Specifically, the ban affects the export of chips to China

from two major chipmakers, Nvidia from Taiwan and

Advanced Micro Devices (AMD) from the United States. Both

companies had been supplying chips, including GPUs, to

China for use in supercomputers but were forced to halt

shipments in response to the ban. This now makes it

challenging for companies in China to obtain the GPUs they

need for building AI applications. The Chinese Government

has responded to the ban by imposing its own restrictions

on the export of chips to the United States, making it more

difficult for U.S. companies to obtain chips from China. The

trade war has also prompted countries to increase their

investment in local chip manufacturing, which may lead to

the development of new chip innovations, supply lines, and

manufacturing processes.

To learn more about the lead-up and the potential

trajectory of the recent chip war, you may like to read Chip

Wars: The Fight for the World's Most Critical Technology by

Chris Miller, which tells the story of the global

semiconductor industry and the growing competition



between the United States and China to dominate this

critical resource.

 

TPUs

Beyond CPUs and GPUs, there is another important type

of chip to discuss. As the field of AI has advanced, more

specialized hardware has been required and this has led to

the development of Tensor Processing Units (TPUs),

originally developed by Google.

TPUs are a type of application-specific integrated circuit

(ASIC) developed specifically for accelerating machine

learning workloads. They are named after the tensor data

structure, which refers to a multi-dimensional array or data

structure with multiple variables. The first generation of

TPUs was announced in 2016 and used internally at Google

to improve the efficiency and speed of their machine

learning systems such as Google Search and Google

Translate.

Google announced its second-generation TPU in 2017.

These units were made available to external developers via

Google's public cloud platform, which continues to release

new and more powerful TPU generations. Other companies

including Microsoft and Amazon Web Services (AWS) have

followed in offering TPU services on the cloud. This has

helped to accelerate the development of AI as these

processing chips make it possible to train and run models

on a much larger scale.

In terms of hardware comparison, while CPUs are used to

handle a variety of general computing tasks and GPUs are

designed to quickly process the mathematical calculations

needed for rendering graphics, TPUs are specifically built to

handle the kind of matrix-based computations that are

common in machine learning and deep learning.

One of the significant differences between GPUs and TPUs

lies in their architecture. GPUs are designed to handle a



large number of relatively small computational cores for

parallel processing, which is great for graphics rendering

and beneficial for certain types of machine learning tasks.

TPUs, on the other hand, are designed around a large

matrix multiply unit, which offers high computational

capability and reduced computational precision (such as

lower-bit floating-point numbers) that is typically acceptable

for neural network workloads. This precision reduction can

still deliver accurate results for neural network models while

offering significant performance gains, which makes TPUs

efficient at executing the large-scale matrix operations that

are often found in deep learning algorithms. TPUs can also

be significantly faster than GPUs in regards to the running

of machine learning applications and, in general, are more

energy efficient.

However, it's crucial to note that while individual

operations may be more efficient, the overall environmental

impact of TPUs and GPUs raises a reason for concern. First,

the manufacturing of these high-performance chips requires

a lot of upfront energy and resources, including the mining

of raw materials, such as silicon and rare earth metals,

which are energy-intensive to mine. They then continue to

consume a lot of energy once put into use. The energy

consumption of these chips can be significant, especially in

data centers where they are used in large quantities.

As a result, there are a number of initiatives underway to

reduce the environmental impact of high-performance

chips, such as the development of more energy-efficient

manufacturing processes, the recycling and reusing of

chips, and the use of renewable energy sources, including

solar and wind power, to power data centers.

Regarding manufacturing processes, there are a number

of new energy-efficient manufacturing processes being

implemented including 3D stacking, which involves



vertically attaching three or sometimes four chips to make

better use of available chip space.

 

Software

Having discussed the evolution and importance of

hardware, including the use of GPUs and TPUs, let's shift

our focus to another critical component of AI systems: the

software. AI software ranges from the programming

languages used to write algorithms, such as Python and R,

to specialized libraries like TensorFlow, PyTorch, and Keras

that offer pre-built functions for creating and training

prediction models.

(Please note that this section delves into more technical

aspects, including descriptions of common code libraries. If

you aren’t interested in the programming side of AI, feel

free to skim or skip over this section.)

 

Libraries

Libraries, in the context of AI software, are collections of

pre-written code that developers can use to streamline their

work. They span everything from simple data-importing

commands to complex mathematical functions. Essentially,

they provide a way to perform tasks without having to write

custom code from scratch every single time you want to do

something. To explain why this is important, let's consider

the case of creating a neural network. Without code

libraries, a programmer would need to manually code the

entire architecture of the network, implement the

mathematical operations for forward propagation (where

the network makes its predictions) and backpropagation

(where the network learns from its errors), and handle the

optimization process that tweaks the network parameters

for improved performance. Not only is this process

extremely time-consuming but it also requires a deep

understanding of the underlying mathematics.



Libraries reduce much of this complexity. When creating a

neural network using TensorFlow or Keras, developers can

build a model by simply stacking together pre-defined

layers. Each layer might represent a set of neurons in the

network, and come pre-packaged with the necessary

mathematical operations. Furthermore, these libraries come

with pre-implemented algorithms for training and optimizing

the model. When data is fed into the model, the library

takes care of passing it through the mathematical

operations defined by the network's architecture, adjusting

the network's weights based on the errors it makes, and

iteratively improving the model. The end result is that with

just a few lines of code, developers can create, train, and

implement a model without having to manually insert the

underlying math.

These libraries also provide code for preprocessing data,

which is a critical step in creating a model. They can handle

tasks like normalizing data to ensure that variables are

expressed on a common scale, converting categorical

variables into numerical variables, and splitting datasets

into training and test sets, among other things.

Lastly, libraries play an essential role in promoting

consistency and standardization. By using libraries,

developers adhere to a set of standardized practices, which

reduces the risk of errors and improves the replicability of

the code for future use.

Beyond TensorFlow, PyTorch, and Keras, there is an

extensive selection of useful libraries out there. Scikit-learn,

for instance, offers a broad array of machine learning

algorithms and tools for data preprocessing and model

evaluation using Python. Natural Language Toolkit (NLTK)

provides resources for tasks in natural language processing,

a field of AI focused on the interaction between computers

and human language. Matplotlib is a widely used library for

creating static, animated, and interactive visualizations in



Python, which is crucial for data exploration and presenting

results.

 

Programming Langauges

Programming languages are fundamental in the

development of AI systems. The choice of language often

depends on the specific needs of a project, including factors

such as the type of problem being solved, computational

efficiency requirements, and the availability of relevant

libraries and frameworks. Here, we'll discuss some of the

most popular programming languages used within AI.

 

Python: Known for its simplicity and readability, Python is

the most widely used programming language in AI and

machine learning. Python boasts a plethora of libraries and

frameworks that facilitate the development of AI

applications, including TensorFlow, PyTorch, Keras, and

Scikit-learn. It’s also a great choice for beginners and

experts.

 

R: If you're leaning towards statistical computing or data

analysis, R is a language designed specifically for these

purposes. It has a rich package ecosystem that facilitates

statistical modeling and visualization, which are core

components of AI and machine learning.

 

Java: Java is another language worth considering,

particularly if you're building large-scale enterprise

applications. It’s platform independence and robust

debugging features make it a versatile choice for AI

development.

 

C++: Due to its high execution speed and control over

system resources, C++ is often used in AI projects where

performance is a crucial factor. It's typically used in parts of



AI applications where low latency is required, although it

may not be as easy to use as Python or R.

 

Julia: Julia is a high-level, high-performance language for

technical computing. It provides the ease of use of Python

and R, but also the performance of C++. Julia is gaining

some popularity in the data science and AI communities,

particularly in areas that require heavy numerical and

scientific computation.

 

Prolog: Prolog, short for Programming in Logic, is a

language often associated with artificial intelligence and

computational linguistics. Its capacity to efficiently resolve

problems involving relationships, especially those that

involve structured data, makes it suited to certain AI

applications.

 

LISP: Although less commonly used today, LISP is one of

the oldest high-level programming languages and is closely

associated with artificial intelligence research. It was widely

used in AI research due to its symbolic processing

capabilities, but its use has waned with the rise of more

modern languages.

Figure 3: Percentage of Stack Overflow questions that month (not

necessarily AI-specific)



 

The right language for a particular AI project can depend

on many factors, but these languages have demonstrated

their value across a wide range of AI applications. Beyond

the languages themselves, you should also consider the

support systems surrounding them. From tutorials and

forums to sample code, an active community can be a

goldmine of resources. These resources can dramatically

accelerate your learning and provide much-needed support

when you encounter problems with your code. Languages

with large communities also tend to be regularly updated

with new features and improvements, keeping you at the

forefront of AI development.

The nature of your project will play a significant role in

your decision too. If you are developing an AI solution that

needs to integrate with existing systems, your choice might

be influenced by the languages these systems use and their

compatibility. Similarly, if your work involves large volumes

of data, you should look for languages with strong data-

handling capabilities.

Lastly, bear in mind that many AI tasks can be

significantly accelerated by running them on multiple

processors simultaneously. This is especially true for deep

learning. As such, languages that support parallel

computing can be advantageous.

In conclusion, the right language to learn for AI

development depends on your personal circumstances,

including your existing skills, the type of projects you intend

to work on, and your performance requirements. Python, R,

Java, and C++ are all excellent choices, but they come with

their own strengths and weaknesses. If you are still unsure,

it may be wise to default to the most popular language for

AI systems, which, at this time, is Python.

 

Key Takeaways



1) Classification and regression are two common

categories of algorithms used in AI. Classification algorithms

assign input data to specific categories or classes based on

their features, while regression algorithms predict

continuous values.

2) Sorting algorithms arrange data into a specific order,

facilitating easier understanding. Clustering algorithms, on

the other hand, group similar data points together without

predefined labels, allowing for the identification of new

patterns and relationships.

3) Transparency and interpretability of algorithms are

important considerations. Transparent algorithms have clear

and understandable steps, making their decision-making

process easily interpretable. Black box algorithms, on the

other hand, lack transparency and their internal workings

are difficult to trace.

4) Datasets play a crucial role in AI systems. The quality,

diversity, and relevance of the data used to train AI models

significantly impact their performance. Inaccurate, biased,

or incomplete data can lead to poor or biased predictions.

Preprocessing and cleaning the data are also important

steps for ensuring data quality.

5) Libraries promote convenience and consistency. By

using established libraries, developers adhere to

standardized practices, reducing the risk of errors and

improving the replicability of code for future use.

6) The choice of programming language should consider

factors such as computational efficiency, library availability,

community support, integration with existing systems, data

handling capabilities, and parallel computing support.

7) Python is currently the most widely used language in

AI and machine learning, offering simplicity, readability, and

a rich ecosystem of libraries.

 



Thought Exercises

1) What’s a real-life example reflecting the curse of

dimensionality? Is there a business book, news channel,

conspiracist, politician, or popular theory, for instance, that

draws on a select number of seemingly correlated examples

that are coincidental and not typical of the true situation?

 

2) Do you think classification problems or regression

problems are more common in your organization or

institution? (i.e., how much to pay interns is a regression

problem, whereas selecting new interns based on their

credentials is a classification problem.)

 

3) Is model transparency important for a football coach

using a prediction model to recruit players who are likely to

score goals? Do fans betting on a football player to score

also need to know why the model predicts that player to

score or is model accuracy more important?

 

4) Pick an industry you are currently interested in and

think of a special use case for AI. Now ask whether model

interpretability and transparency are important for

evaluating the effectiveness of the model.
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The 3 Stages of AI

Development

 

As you venture further into the field of AI, it’s important

to recognize and understand the three potential stages of AI

development. Spanning narrow AI, general AI, and

superintelligent AI, these three stages represent crucial

milestones in the evolution of AI technology.

Narrow AI, for example, is designed to perform a specific

task, whereas general AI is more advanced and capable of

understanding, learning, and applying knowledge flexibly

across a broad spectrum of tasks. As the most advanced

stage, superintelligent AI remains a theoretical category at

present but is hypothesized to surpass human intelligence

across multiple domains at some point in the future.

 

Narrow AI

Despite its name, narrow AI or weak AI should not be

confused as weak or ineffective. Rather, the naming of this

category refers to the focused nature of AI systems in

relation to their scope and functionality.

By design, narrow AI systems are capable of mimicking

human intelligence but are constrained to a specific domain,

meaning they can’t perform tasks outside of what they are

trained or programmed to do. To illustrate, an AI system

designed for image recognition can identify and categorize



images based on its training but cannot translate languages

or diagnose diseases without radical adjustments and

additional training data.

This might make narrow AI seem limited in terms of

application, but these specialized systems form the

backbone of many powerful AI applications. Google's search

engine, Amazon's recommendation engine, Apple's Siri, and

Tesla's Autopilot are all examples of narrow AI systems.

Each of these systems performs specific tasks exceptionally

well, often surpassing human capabilities in speed,

accuracy, and efficiency. Google’s search engine, for

instance, can process billions of web pages and deliver the

most relevant search results in a fraction of a second. It's

optimized to perform this specific task and outperform any

human assistant. However, the same system is clueless

when it comes to steering a car or writing a poem. This

underlines the essence of narrow AI: exceptional at

performing a specific task but inflexible and unable to

operate effectively on other tasks.

 

General AI

Having established the definition of narrow AI, let’s turn

our attention to a more advanced iteration and the next

phase of AI development called general AI or strong AI.

General AI, often referred to as artificial general

intelligence or AGI, refers to a version of artificial

intelligence that has the ability to perform any cognitive

task achievable by a human. Note, however, that this

definition does not encompass physical abilities or the use

of robotics, which are often subject to different tests and

forms of evaluation. The Coffee Test, proposed by Apple Co-

founder Steve Wozniak, for instance, sets a benchmark for

evaluating physical capabilities by testing a robot’s ability to

enter an unfamiliar house, find the kitchen, identify the

tools and ingredients, and prepare a cup of coffee. Robots



are yet to pass the test and this example is just one of

many benchmarks currently in discussion regarding AGI

(beyond the boundaries of solely cognitive tasks).

When it comes to cognitive tasks, benchmarks and

definitions of AGI remain varied, which creates a sliding

scale of standards and expectations. In general, the more

specific the definition (such as the ability to converse with

humans on any topic in multiple languages), the easier or

lower the target of AGI becomes. Conversely, the less

specific the definition (perform any task a human can do),

the higher the AGI benchmark becomes. Depending on the

definition, AGI might also include a biological component,

physical capabilities, consciousness, or some other human

quality, which comes with its own set of design challenges.

Broad physical capabilities, for example, are difficult to

achieve due to the lack of data available to train robots or

humanoid robots. ChatGPT was trained on millions of data

sources scoured from the World Wide Web but the data

available to train robots is much harder to find and acquire.

Consciousness, meanwhile, is the subjective feeling of being

aware that one exists and having an understanding of the

surrounding environment. Some experts contend that

having an inner mental life is not replicable in machines

because consciousness arises from biological substrates and

cannot be replicated in non-biological entities.

Amidst these nuanced attempts to define general

intelligence, the core of the discourse and research on AGI

centers on emulating cognitive abilities across a

comprehensive range of non-physical tasks. This includes

the ability to reason, solve puzzles, plan, learn, integrate

prior knowledge into decision-making, and communicate in

a natural language such as English or Spanish. Importantly,

general AI includes the ability to transfer knowledge from

one domain to another—a skill known as transfer learning.

This might involve leveraging its understanding from



reading books to engage in a meaningful conversation

about literature, a capability that is well beyond the ability

of narrow AI systems.

It's important to highlight that as of the time of writing,

general AI remains unrealized. While we've made significant

strides in AI technology, we're still some way from creating

a machine that can fully replicate the broad cognitive

capabilities of the human mind. Most of the AI systems we

have today, including GPT-4, are considered narrow AI

because they excel at specific tasks (such as content

generation) but don't possess a generalized understanding

or ability to reason beyond their specific training. Also, while

some applications are capable of performing multiple

different tasks, they are actually using a collection of

narrow AI models under the hood.

One candidate for driving progress in the field of general

AI is AutoGPT. As an open-source AI agent powered by

OpenAI's GPT-4 API, the system can generate text and

perform various tasks autonomously, including code writing,

language translation, text summarization, question

answering, creative text generation, and online task

completion. It operates by breaking down user goals into

subtasks and utilizing access to apps, software, and online

services to accomplish those tasks. For instance, if a user

requests AutoGPT to compose a Tweet about coding, the

agent will segment the task into subtasks like finding a

coding tutorial, reading the tutorial, composing the Tweet,

and posting it on Twitter.

Using AutoGPT, one user has created the Do Anything

Machine, which is a to-do list that uses a GPT-4 agent, log-

in access to the necessary services, and your personal or

company information to complete each new task added to

the list. Other users are using AutoGPT to research and

script podcasts, conduct market research for new products,

and create websites from scratch.



Although AutoGPT demonstrates promise and has the

potential to serve as a robust automation tool for complex

projects, it falls short of emulating human intelligence

across a broad spectrum of tasks or rivaling human

capabilities, including reasoning, in its current form. It’s

also common for AutoGPT to encounter problems or fail at

fulfilling tasks, especially for more nuanced tasks. Still, it

signifies a step towards the development of general AI by

showcasing the feasibility of creating AI models capable of

connecting to different online tools and adapting to new

tasks without direct human supervision.

 

Superintelligent AI

Following our exploration of general AI, let us now

venture into the most speculative phase of artificial

intelligence. Although it currently resides within the bounds

of theoretical forecasts and human imagination,

superintelligent AI presents a vision of the future that has

long captivated scientists, philosophers, futurists, and

science fiction writers.

While general AI aims to replicate the full spectrum of

human cognitive abilities, superintelligent AI goes a step

further, seeking to exceed human capabilities. In theory, a

superintelligent AI would not only outperform humans at

any intellectual task but would also outperform humans in

high-value endeavors including scientific research, strategic

planning, and social influencing. Thus, the idea of

superintelligent AI extends beyond an advanced tool or

system; it suggests a potentially autonomous entity capable

of out-thinking humanity and coming up with ideas,

strategies, and solutions that exceed the abilities of the

smartest human minds. As such, it raises questions and

concerns about control and alignment with human values

that are significantly more challenging than those

associated with general AI.



This leads us to what’s termed the control problem, a

term popularized by philosopher Nick Bostrom, author of

the seminal book Superintelligence: Paths, Dangers,

Strategies. The control problem refers to the theoretical

difficulty of controlling or restraining a superintelligent AI. If

AI surpasses human intelligence, it might become

impossible to fully predict or control its actions. The AI

entity could devise strategies to avoid being shut down or it

could manipulate humans in ways we are unable to detect

and control.

The late Stephen Hawking, one of the most renowned

theoretical physicists of our time, expressed concern about

the potential risks of developing superintelligent AI. In a

2014 interview with the BBC, Hawking warned that “The

development of full artificial intelligence could spell the end

of the human race”.3 He went on to explain that once

machines reach a point where they can improve themselves

at a rapid pace, humans, with our slow biological evolution,

would no longer be able to compete and we will be

superseded as a result. Hawking reiterated his viewpoint

during a Q&A session at the annual Zeitgeist Conference in

2016. He stated, “I believe there is no deep difference

between what can be achieved by a biological brain and

what can be achieved by a computer. It, therefore, follows

that computers can, in theory, emulate human intelligence

—and exceed it”.4

Beyond a potential showdown with AI agents, a more

immediate concern lies in how humans will harness

superintelligent AI to wield power and influence. Similar to

preceding technological advancements, humans will

inevitably seek out ways to exploit superintelligent AI to

achieve their objectives, whether that’s delivering bias and

misinformation over the Internet or exploiting it for

cyberattacks, digital espionage, and deep surveillance.

Equally, there is a looming danger of a strong central actor



like OpenAI, Microsoft, or a state actor such as the Chinese

Community Party monopolizing access to superintelligent

systems and relevant hardware.

Seeing the problems posed by this scenario, initiatives

such as StabilityAI advocate for an open-source and

grassroots-driven approach to AI development. They warn

against the path of centralized power and encourage the

proliferation of distinct AI systems, each aligned with the

values and perspectives of the communities they serve,

mirroring the plurality and diversity of human values.

 

The Singularity

Building on the concept of superintelligent AI, the theory

of the Singularity forecasts a future point of irrevocable

societal change that will occur if and when AI surpasses

human intelligence. This theory is based on the principle

that a sufficiently advanced AI would be capable of

designing an even more advanced version of itself, which

could then design an even more advanced version, and so

forth, leading to a rapid and exponential increase in

intelligence.

The term and theory were popularized by mathematician

and science fiction author Vernor Vinge in his 1993 essay

The Coming Technological Singularity. According to Vinge,

the Singularity represents the end of the human era, as

superintelligence would continue to upgrade itself, leading

to an exponential increase in AI capabilities. This process

would result in unfathomable changes to civilization, so

much so that our current models of reality—the ways we

think about and understand the world—would no longer be

sufficient.

These ideas have been further explored and expanded

upon by authors and thinkers like Ray Kurzweil. In his book

The Singularity is Near, published in 2005, Kurzweil predicts

that the Singularity will occur around the year 2045 and will



lead to considerable societal and biological changes, as the

line between humans and machines becomes increasingly

blurred. Kurzweil suggests that humans will merge with AI,

enhancing our intellectual, physical, and emotional

capabilities.

Amid this possibility, it’s important to revisit the

existential risks of leading AI development in this direction.

As previously noted, there are substantial concerns

regarding the issue of aligning AI with human values and

objectives. Experts argue that as AI systems become more

intelligent and capable, the likelihood rises that they will

deviate in ways unforeseen by us today. To counter this

risk, Nick Bostrom emphasizes the need for substantial

investments in research aimed at developing strategies to

manage AI, ensuring that it contributes positively to

humanity rather than causing harm.

One popular solution is to control and monitor the data

used to train AI models. However, even with meticulous

screening of data inputs to eliminate inappropriate content,

ideologies, and knowledge, it’s theoretically possible for

superintelligent AI to uncover pathways to act contrary to

human values or behave in unexpected ways. Using an

inversion function, for example, the model could use its

knowledge of positive behavior to acquire insights into the

characteristics of negative behavior. If the model is trained

to avert house fires, it could potentially learn how to start a

house fire by adopting behavior contrary to the training

data—all without ever being explicitly trained to engage in

this behavior.

Similarly, training an AI to perform a specific task may

inadvertently increase the likelihood of it doing the opposite

of the intended behavior. This alignment problem has

recently been termed the Waluigi Effect, inspired by the

character Waluigi, the evil counterpart of Luigi in the Super

Mario franchise. Humans, particularly teenagers, for



instance, are inclined to do the opposite of what they are

instructed and it’s possible that developmental AI models

could do the same.

Conversely, there are many experts who question whether

it’s possible for AI models to rebel or replicate and surpass

human-level intelligence. One of these skeptics is the

computer scientist Gordon Moore, co-founder of Intel and

the originator of Moore's Law (the observation that the

number of transistors on a microchip doubles approximately

every two years). Moore has expressed doubts that the

Singularity will occur within the predicted timeframe of the

next 25 years or even at all. He argues that there are

physical limitations to the computation speeds that

machines can reach and that these limits will prevent the

realization of the Singularity as envisioned by Vinge and

Kurzweil.

Whether we are destined to reach the superintelligence

phase of AI and witness the Singularity in our lifetimes

remains uncertain, especially as it would require significant

breakthroughs far beyond our current understanding and

capabilities. In the meantime, contemplating the potential

consequences of the Singularity is crucial for steering

responsible AI development. For instance, if we create

machines that match or surpass human intelligence, what

are the implications? How do we ensure these AI systems

align with human values and ethics?

According to the precautionary principle, a concept from

risk management, it’s valuable to address potential risks or

harm even in the absence of scientific proof. The

precautionary principle emphasizes the need for proactive

action when there’s the possibility of serious or irreversible

harm to the environment or human health. In the context of

superintelligence, this may involve the following measures.

1) Regulation and policy: Robust regulatory

frameworks and policies are needed to address potential



risks and provide guidelines for the responsible

development and use of advanced AI systems. This involves

setting safety and transparency standards, monitoring

development, defining ethical boundaries for tech

companies to operate under as well as potential

intervention, if necessary.

Experts such as Daniel Colson, Executive director of the

Artificial Intelligence Policy Institute, have proposed

governments impose restrictions on AI firms, preventing

them from acquiring vast supplies of hardware used to build

super-advanced AI systems, while also making it illegal to

build computing clusters above a certain processing

threshold.5 While these measures may appear severe, there

is public support for government regulation and oversight of

AI development. According to a 2023 poll organized by the

Artificial Intelligence Policy Institute, 82% of American

respondents said they don’t trust tech executives to

regulate AI, with 56% of respondents supporting a federal

agency to regulate AI (compared to 14% who did not).6

Similarly, a 2023 global study published by the University of

Queensland and KPMG found that across 17 countries and

17,000 respondents, 71% of people surveyed were in favor

of AI regulation7, while the Ada Lovelace Institute and The

Alan Turing Institute found that 62% of 4,000 British

respondents would like to see laws and regulations guiding

the use of AI technologies.8

However, backing AI regulation doesn't automatically

imply public confidence in the ability of governments to act

effectively. As per the University of Queensland and KPMG

study, confidence in the government’s ability to regulate AI

development stood at 49% in the U.S., 47% in Japan, 45%

in the UK, 86% in China, 70% in India, and 60% in

Singapore.

2) Global coordination: While country-level measures to

regulate AI development are crucial, it’s just as—or if not



more—important to maintain alignment between countries

and regions. Similar to the founding of the International

Atomic Energy Agency to manage the safe use of nuclear

power, OpenAI's co-founders have called for a global agency

to rein in the development of superintelligence. This

organization would be responsible for conducting

assessments and audits of AI systems, designing and

implementing safety standards, and defining ethical

boundaries. While difficult to implement, agreements to

restrict the pace of global AI development are another

recommendation currently under discussion.

Existing forums for global cooperation, including the

European Union, G7, and the United Nations are also in the

process of designing processes to monitor and regulate the

development of AI systems. However, as the COVID

pandemic has shown us, achieving global cooperation is a

challenging endeavor, especially in light of the present

geopolitical environment and various schisms between

Western powers, China, and Russia. If a country or several

countries opt out of regulatory efforts or disregard global

guidelines, the efficacy of participating nations' endeavors

diminishes, resulting in a myriad of issues including

inequitable access to AI hardware and technology, along

with the migration of ambitious AI companies to non-

participating states.

3) Public engagement: Next, to help more people

identify and understand the potential risks and impacts of

AI, it’s crucial to encourage public participation in

discussions and decision-making processes related to the

development and deployment of advanced AI systems. This

ensures that a wide range of perspectives and concerns are

considered, while also encouraging ongoing debate over

social, economic, ethical, and safety implications that could

arise from developing superintelligent systems. Part of this

debate may start as early as high school, with the Montana



Digital Academy now offering courses covering AI history

and ethics to high school students in the U.S. state of

Montana, for example.

Other public initiatives include the United Nations AI for

Good Global Summit, the Center for AI Safety’s 2023

statement raising the risk of extinction from AI as a global

priority, and the Future of Life Institute’s open letter calling

for AI companies to pause training AI models more powerful

than GPT-4 for at least 6 months (which OpenAI has not

signed). As a signee of the Future of Life Institute’s open

letter, Elon Musk has also launched a new company called

xAI, with the mission of offering pragmatic alternatives to

pausing the development of superintelligence.

With each new AI breakthrough, we can expect to see

more non-government initiatives and public activities

discussing the role and threat of AI, with the overall aim of

ensuring that AI remains aligned with societal values and

priorities.

 

Key Takeaways

1) Narrow AI, general AI, and superintelligent AI form the

three potential stages of AI development. Narrow AI is

designed for specific tasks, while general AI possesses

broad cognitive capabilities similar to humans, and

superintelligent AI surpasses human intelligence.

2) There are serious concerns regarding the control and

alignment of superintelligent AI to ensure that it aligns with

human goals and values.

3) It is difficult to discuss and imagine the future of AI

without confronting the issue of the Singularity, which

predicts a future point where the human race is overtaken

and potentially overrun by AI agents.

4) It’s important to discuss the potential implications of

superintelligence and introduce early precautionary



measures despite the absence of scientific proof.

 

Thought Exercises

1) What are your instincts regarding the possibility of the

Singularity? Also, what alternative perspectives or potential

developments are you currently overlooking?

 

2) What measures, if any, can humans take to prevent the

Singularity from becoming a reality?

 
































































































































































































































































